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Dear Colleagues and Friends,

Welcome to Montevideo to the 1st International Conference on Agro Big Data and Decision Support Systems in Agriculture. It is our great pleasure to have you here and would like to wish you a pleasant stay in this beautiful city and a fruitful conference.

The conference has been organized jointly by the Engineering School of the Universidad de la República, Uruguay, hosting the event, and by the CYTED-funded BigDSSAgro network (Red Iberoamericana de Agro-Bigdata y Decision Support Systems para un sector agropecuario sostenible). The conference has also received the support of the EURO Working group of Operational Research in Agriculture and Forest Management.

The BigDSSAgro network started its activities in 2016, and it comprises research groups from 39 institutions (universities, public research centers, and private companies), coming from 15 different countries in Latin America, Europe and Oceania. The main objectives of the network are promoting the interaction, the cooperation and the transfer of knowledge and technologies related to heterogeneous information systems supporting decision making in agriculture. Among other activities, the BigDSSAgro network organizes regular meetings among its participants, and develops student and researcher exchanges, as well as supporting the proposal of joint research and cooperation activities. In 2016, during the first general meeting held at Santiago de Chile, the participants of the network decided to support the organization of an international conference, open to all researchers in the area, devoted to big data and decision support systems in agriculture, which combine models, databases and algorithms to support many real-world decision-making problems. It was decided that the first edition of this event would be held in Montevideo, Uruguay.

To develop this initiative, a program committee was integrated with researchers from all the world, widening the appeal of the event and receiving a support well exceeding the groups participating in the network. A CFP was prepared and circulated in different communities, newsletters and discussion groups, and the papers received in answer to the call were subject to a peer-review process, to guarantee the quality of the results. Also, two special issues were agreed with prestigious journals in the area, "Computers and Electronics in Agriculture" and "Annals of Operations Research", opening an outlet for publication of extended versions of papers presented at the conference.

We are proud to report that the effort was very successful, leading to a conference program comprising more than 50 oral presentations and 5 poster presentations. The conference also includes two keynote presentations, by Dr. Pascale Zaraté from Université de Toulouse-Institut de Recherche en Informatique de Toulouse, France, and by Dr. Walter Rossing from Wageningen University, The Netherlands, plus a seminar given by Dr. Emilio Carrizosa from University of Sevilla, Spain. In parallel to the academic tracks, the conference also includes an event for industry and government presentations on ICT in Agriculture, including 12 contributed presentations, 3 invited presentations, and two keynotes by Dr. Walter Baethgen from Columbia University, USA, and by Dr. Carlos Meira, from EMBRAPA, Brazil.

We hope this first edition marks the start of a very successful series of events, leading to improved cooperation in the community, which is very diverse as it includes researchers from agriculture, computer science, operations research, statistics, and other backgrounds, and which is facing an increasing demand for both conceptual proposals and for practical applications leading to improved efficacy and efficiency and to new productive and societal opportunities.

Héctor Cancela, Antonio Mauttone, Adela Pagès and Lluis Miquel Plà
Chairs BigDSSAgro 2017
Big DSS Agro Committee

General Chairs
Héctor Cancela, Universidad de la República, Uruguay
Lluis Miquel Plà-Aragonés, Universitat de Lleida, Spain

Program Chairs
Antonio Mauttone, Universidad de la República, Uruguay
Adela Pagès-Bernaus, Universitat de Lleida, Spain

Technical Program Committee

Renzo Akkerman  
Wageningen University  
The Netherlands

Víctor Albornoz  
Universidad Técnica Federico Santa María  
Chile

Luiz H. Antunes Rodrigues  
Unicamp  
Brazil

Walter E. Baethgen  
Columbia University  
USA

Carlos Bouza  
Universidad de La Habana  
Cuba

Pablo Chilibroste  
Universidad de la República  
Uruguay

Ángel Cobo  
Universidad de Cantabria  
Spain

Santiago Dogliotti  
Universidad de la República  
Uruguay

Fernando Garagorry  
Empresa Brasileira de Pesquisa Agropecuária  
Brazil

Frédéric Garcia  
DigitAg  
France

Marcela González Araya  
Universidad de Talca  
Chile

Andrew Higgins  
CSIRO  
Australia

Anders R. Kristensen  
University of Copenhagen  
Denmark

Concepción Maroto  
Universitat Politècnica de Valencia  
Spain

Lorena Prádenas  
Universidad de Concepción  
Chile

Daniel Rodríguez-Bocca  
University of Queensland  
Australia

Sara Rodríguez  
Universidad Autónoma de Nuevo León  
Mexico

Pablo Rodríguez-Bocca  
Universidad de la República  
Uruguay

Lorena Rodríguez-Gallego  
Universidad de la República  
Uruguay

Walter Rossing  
Wageningen University  
The Netherlands

Sérgio Serra da Cruz  
Universidade Federal Rural do Rio de Janeiro  
Brazil

Christian von Lücke  
Universidad Nacional de Asunción  
Paraguay

Andrés Weintraub  
Universidad de Chile  
Chile

Pascale Zarate  
Institut de Recherche en Informatique de Toulouse  
France

Local Organizing Committee

Jorge Corral  
Universidad de la República  
Uruguay

Gastón Notte  
Universidad de la República  
Uruguay

Martín Pedemonte  
Universidad de la República  
Uruguay

Pablo Rodríguez-Bocca  
Universidad de la República  
Uruguay

Omar Viera  
Universidad de la República  
Uruguay
## Program

### Wednesday 27

<table>
<thead>
<tr>
<th>Time</th>
<th>Track A held at Room B21</th>
<th>Track B held at Room B22</th>
</tr>
</thead>
<tbody>
<tr>
<td>9:00 – 9:30</td>
<td>Registration</td>
<td></td>
</tr>
<tr>
<td>10:30 – 11:00</td>
<td>Coffee Break</td>
<td></td>
</tr>
<tr>
<td>11:00 – 11:30</td>
<td>Opening (Amphitheater)</td>
<td></td>
</tr>
<tr>
<td>11:30 – 12:30</td>
<td>Plenary Talk 1: How to support Cooperative Decision Making? - Pascale Zaraté (Amphitheater)</td>
<td></td>
</tr>
<tr>
<td>12:30 – 14:30</td>
<td>Lunch Time</td>
<td></td>
</tr>
<tr>
<td>15:30 – 16:00</td>
<td>Coffee Break</td>
<td></td>
</tr>
<tr>
<td>16:00 – 17:00</td>
<td>Wed.A3: Optimization and simulation II</td>
<td>Wed.B3: Data mining and business intelligence I</td>
</tr>
<tr>
<td>17:00 – 18:30</td>
<td>Seminar of Data Science (Session 1) - Emilio Carrizosa (Room B21)</td>
<td></td>
</tr>
</tbody>
</table>

### Thursday 28

<table>
<thead>
<tr>
<th>Time</th>
<th>Track A held at Room B21</th>
<th>Track B held at Room B22</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:30 – 11:00</td>
<td>Coffee Break</td>
<td></td>
</tr>
<tr>
<td>11:00 – 11:30</td>
<td>Poster Session</td>
<td></td>
</tr>
<tr>
<td>11:30 – 12:30</td>
<td>Plenary Talk 2: Model-aided learning for ecological intensification in agriculture - Walter Rossing (Amphitheater)</td>
<td></td>
</tr>
<tr>
<td>12:30 – 14:30</td>
<td>Lunch Time</td>
<td></td>
</tr>
<tr>
<td>15:30 – 16:00</td>
<td>Coffee Break</td>
<td></td>
</tr>
<tr>
<td>16:00 – 17:00</td>
<td>Thu.A3: Data envelopment and multicriteria analysis</td>
<td>Thu.B3: Data mining and business intelligence II</td>
</tr>
<tr>
<td>17:00 – 18:30</td>
<td>Seminar of Data Science (Session 2) - Emilio Carrizosa (Room B21)</td>
<td></td>
</tr>
</tbody>
</table>

### Friday 29

<table>
<thead>
<tr>
<th>Time</th>
<th>Track A held at Room B21</th>
<th>Track B held at Room B22</th>
</tr>
</thead>
<tbody>
<tr>
<td>09:00 – 10:40</td>
<td>Fri.A1: Descriptive mathematical models</td>
<td>Fri.B1: Technological developments</td>
</tr>
<tr>
<td>10:40 – 11:10</td>
<td>Coffee Break</td>
<td></td>
</tr>
<tr>
<td>12:10</td>
<td>Closure: Round table on future activities and cooperation opportunities</td>
<td>Free</td>
</tr>
<tr>
<td>17:00 – 18:30</td>
<td>Seminar of Data Science (Session 3) - Emilio Carrizosa (Room B21)</td>
<td></td>
</tr>
</tbody>
</table>

---

**Venue**

The First International Conference on Agro BigData and Decision Support Systems in Agriculture will be held at the Edificio Polifuncional “José Luis Massera”

The Registration and Information Desk is located in the module C of the building.

**Address:**
Senda Nelson Landoni c/ Julio Herrera y Reissig, Montevideo, Uruguay.

**Website:**
http://www.bigdssagro.udl.cat/?q=node/75&language=en
**Wednesday 27**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Remote monitoring of physico-chemical water parameters in rural water sources</td>
<td>Metaheuristic algorithms for multi-objective optimization in dairy systems</td>
<td>Large data volume parallel clustering for computational cost reduction in Self-Organized Networks training</td>
<td>Body condition estimation on cows from 3D images using Convolutional Neural Networks</td>
</tr>
<tr>
<td>Jean Betilio Mirón Acevedo, Mauricio José Grande Cóbard, Francisco Eduardo Huguet Mendez and Mauricio Pohl</td>
<td>Gastón Notte, Héctor Cancela, Pablo Chilibroste and Martín Pedemonte</td>
<td>Mariela Azul Gonzalez, Pablo Montini, Jorge Martín Arca and Lucía Isabel Passoni</td>
<td>Juan Rodríguez Alvarez, Mauricio Arroqui, Pablo Mangudo, Juan Toloza, Daniel Jatup, Juan Rodríguez, Alejandro Zunino, Claudio Machado and Cristian Mateos</td>
</tr>
<tr>
<td>Remote Sensing of Algal Blooms in the Uruguay River Based on Multispectral Satellite Imaging and Field Data</td>
<td>Simulated Annealing in the Operational Forest Planning</td>
<td>Detection of Faults in WSNs based on NMF</td>
<td>Computer vision based system for apple detection in crops</td>
</tr>
<tr>
<td>José Lezama, Fernanda Maciel, Francisco Pedocchi and Pablo Musé</td>
<td>Paulo Amaro V. H. Dos Santos, Arinei Carlos L. Da Silva and Julio Eduardo Ace</td>
<td>Jimmy Ludella-Choez, Juan José Choquehuanca-Zevallos and Efrain Mayhua-López</td>
<td>Mercedes Marzooa, Gonzalo Tejera and Matías Di Martino</td>
</tr>
<tr>
<td>Sensor Data Analysis and Sensor Management for Crop Monitoring</td>
<td>Dynamic diet formulation responsive to price changes: a feed mill perspective</td>
<td>Analysis and selection of areas through clustering techniques for the Agropolis formation in Santander Colombia</td>
<td>Analysis of decomposition parameters of green manure in the Brazilian Northeast with Association Rules Networks</td>
</tr>
<tr>
<td>Dynamic diet formulation responsive to price changes: a feed mill perspective</td>
<td>Mathematical modeling under uncertainty for supply chain of sugar cane in Cuba</td>
<td>Dealing with derivatives for water quality management</td>
<td>(Not established)</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A tree canopy counting method for precision forestry</td>
<td>SIMAGRI: An Agro-climate Decision Support Tool</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Juan Pablo Garella, Matías Tailanián, Gabriel Lema, Javier Reguscí, Germán Fernández Flores, Mónica Almansa, Pedro Mastrangelo and Pablo Musé</td>
<td>Eunjin Han, Walter E. Baethgen, Julieta Souza, Mercedes Berterretche Adaire, Gonzalo Antúnez, Carmen Barreira and Flora Mer</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A Decision Support System for Fish Farming using Particle Swarm Optimization</td>
<td>Implementation of Robust Decision Making in Agriculture Planning Decisions using Cloud Computing</td>
</tr>
<tr>
<td>Ariel Sabíguero and Ángel Segura</td>
<td>Leonardo Steinfeld, Javier Schandy, Federico Favaro, Andrés Alcarraz, Juan Pablo Oliver and Fernando Silveira</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision support system for farmland fertilization based on linear optimization with fuzzy cost</td>
<td>A multiobjective model to determine the sustainability level of livestock production in the Huascaran National Park</td>
</tr>
<tr>
<td>Leonardo Barbón, Fernando Silveira and Alvaro Gómez</td>
<td>Esmelin Niquín Alayo, Edmundo Vergara Moreno and Marks Calderón Niquín</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessing traceability system adopted by the Mango supply chain in Colombia: An analysis of the asynchrony in the inventory and food quality</td>
<td>Forecasting Pesticides Usage Trends Based on Evolutionary Scientific Workflows</td>
</tr>
<tr>
<td>Milton Herrera and Javier Orjuela</td>
<td>Sergio Serrá, Anderson Oliveira, Fabricio Farias and Raimundo José Macário Costa</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A Simulation Model to Analyze the Payback Period of a Sow Farm Using the Transient State</td>
<td>Spatial variability inside a greenhouse can be modeled with machine learning</td>
</tr>
<tr>
<td>Marco Antonio Montufar and David Fernando Munoz</td>
<td>Vicent A. V. Lopes, Felipe F. Bocca and Luiz Henrique A. Rodrigues</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation of cattle farms with System Dynamics in a serious videogame. Case: SAMI</td>
<td>Neglecting autocorrelation in development degrades performance of sugarcane yield models</td>
</tr>
<tr>
<td>Urbano Eliécer Gomez Prada, Oscar Gómez</td>
<td>Matheus A. Ferracioli, Felipe F. Bocca and Luiz Henrique A. Rodrigues</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thu.A3 : Data envelopment and multicriteria</th>
<th>Thu.B3 : Data mining and business intelligence II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thu.A3 : 16:00 – 16:20</td>
<td>Thu.B3 : 16:00 – 16:20</td>
</tr>
<tr>
<td>A multiobjective model to determine the sustainability level of livestock production in the Huascaran National Park</td>
<td>Review of Data mining applications in forestry sector</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Using a multiobjective DEA model to assess the eco-efficiency of organic blueberry orchards in the CF+DEA approach</td>
<td>Application of data mining to forest operations planning</td>
</tr>
<tr>
<td>Lidia Angulo Meza, João Carlos Soares de Mello, Alfredo Iríarte, Marcela González-Araya and Ricardo Rebollo-Leiva</td>
<td>Daniel Rossit, Alejandro Olivera, Víctor Vílma Céspedes and Diego Broz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thu.A3 : 16:40 – 17:00</th>
<th>Thu.B3 : 16:40 – 17:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using CF+DEA method for assessing eco-efficiency of Chilean vineyards</td>
<td>Business Intelligence technologies for the automation and analysis of meteorological parameters for agriculture in Ancash-Peru</td>
</tr>
<tr>
<td>Ricardo Rebollo-Leiva, Carlos Rodríguez-Lucero, Melany Campos-Rojas, Eduardo Pacheco-Rojas, Marcela González-Araya, Alfredo Iríarte and Lidia Angulo Meza</td>
<td>Rocio Rocha, Jesús E. Esfinola, Angel Cobo, Rafael Figueroa, Lluís M. Plà and Maximiliano E. Asís</td>
</tr>
<tr>
<td>Fri.A1 : Descriptive mathematical models</td>
<td>Fri.B1 : Technological developments</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Fri.A1 : 09:00 – 09:20</td>
<td>We.B1 : 09:00 – 09:20</td>
</tr>
<tr>
<td>Time-dependent performance evaluation of a tire repair system in the agricultural stage of sugarcane industry</td>
<td>SIGRAS App: climate, vegetation and soil information for support systems for decision making in agricultural production through smart devices</td>
</tr>
<tr>
<td>Carolina Gualberto, Lasara Rodrigues and Reinaldo Morabito</td>
<td>Guadalupe Tiscornia, Agustín Gimenez, Adrián Cal and José Pedro Castaño</td>
</tr>
<tr>
<td>Game theory concepts and changes in the Brazilian agriculture</td>
<td>Number, maps and facts: Agriculture leads environmental preservation</td>
</tr>
<tr>
<td>Fernando L. Garagorry</td>
<td>Evaristo Eduardo De Miranda, Carlos Alberto De Carvalho, Osvaldo Tadatomo Oshiro, Paulo Roberto Rodrigues Martinho, Luciola Alves Magalhães and Gustavo Spadotti Amoral Castro</td>
</tr>
<tr>
<td>Fri.A1 : 09:40 – 10:00</td>
<td>Fri.B1 : 09:40 – 10:00</td>
</tr>
<tr>
<td>A Stochastic Frontier Approach in the Presence of Endogeneity for the Brazilian Agriculture</td>
<td>Generating spatial data of Brazilian social vulnerability</td>
</tr>
<tr>
<td>Geraldo Souza and Eliane Gomes</td>
<td>Luciola Alves Magalhães, Marcelo Fernando Fonseca, Davi de Oliveira Custódio, Paulo Roberto Rodrigues Martinho, Jaudete Daltio, Carlos Alberto de Carvalho and Gustavo Spadotti Amoral Castro</td>
</tr>
<tr>
<td>Fri.A1 : 10:00 – 10:20</td>
<td>Fri.B1 : 10:00 – 10:20</td>
</tr>
<tr>
<td>Geostatistical study of root rot produced by the fungus Rhizoctonia solani Kühn in the cultivation of Vigna unguiculata (L.) Walp in municipality of Gibara, Cuba</td>
<td>IntegraGIS: A GIS system that integrates habitat modelling for vegetable species and the 3PG growth predicting model</td>
</tr>
<tr>
<td>Vilma López Cruz, Esteban López Milán, José Quintín Cauda Gil and Ramón Candelario Núñez Tablada</td>
<td>Adrián Márquez, Marcelo Ortelli, Alvaro Pardo, Francisco Rodríguez, Diego Strasser, Pablo Hernández, María León, Marcela Rodriguez and Daniel Valdomir</td>
</tr>
<tr>
<td>Sugarcane Yield Estimate Analysis by using Regression Error Characteristic Curves (REC Curves)</td>
<td>A GIS system to prevent country-wide soil erosion and support sustainable agriculture</td>
</tr>
<tr>
<td>Luiz Henrique A. Rodrigues and Felipe F. Bocca</td>
<td>Walter Díaz, Adrián Márquez, Alvaro Pardo, Javier Preciozzi, Santiago Arana and Gervasio Pilleiro</td>
</tr>
</tbody>
</table>
### Agenda

<table>
<thead>
<tr>
<th>Lugar</th>
<th>“Hay Campo para las TICs” - Jornadas Uruguayas de Nuevas Tecnologías para el Agro</th>
</tr>
</thead>
</table>

#### Miércoles 27 de setiembre

<table>
<thead>
<tr>
<th>Tiempo</th>
<th>Evento</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:00</td>
<td>Apertura oficial del evento</td>
</tr>
</tbody>
</table>

#### Jueves 28 de setiembre

<table>
<thead>
<tr>
<th>Tiempo</th>
<th>Evento</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:00</td>
<td>Presentación invitada: “Perspectiva de Internet de las Cosas en un ambiente rural” Thiago Santos - Embrapa (Brasil)</td>
</tr>
<tr>
<td>15:30</td>
<td>Break</td>
</tr>
<tr>
<td>16:00</td>
<td>“Monitoreo y diagnóstico del entorno: un ejemplo de ganadería extensiva de precisión aplicada a la reproducción bovina” Ignacio Oreggioni - Agromate</td>
</tr>
<tr>
<td>17:00</td>
<td>Keynote: “Agricultura digital de la biotecnología al Big Data / Agricultura inteligente y sustentable” Carlos Meira - Embrapa (Brasil)</td>
</tr>
</tbody>
</table>

#### Viernes 29 de setiembre

<table>
<thead>
<tr>
<th>Tiempo</th>
<th>Evento</th>
</tr>
</thead>
<tbody>
<tr>
<td>14:00</td>
<td>Presentación invitada: “RFID e IOT en Agroindustria” Bruno Batini - BQN</td>
</tr>
<tr>
<td>15:30</td>
<td>Break</td>
</tr>
<tr>
<td>16:00</td>
<td>“Incorporación de RFID para gestión de procesos en fase primaria lechería” COLAVECO</td>
</tr>
<tr>
<td>17:00</td>
<td>Keynote: “Las TICs en diferentes actividades del sector agropecuario: investigación, políticas públicas y producción” Walter Bozio (Senior Scientist, International Research Institute for Climate and Society, Columbia University, USA)</td>
</tr>
</tbody>
</table>
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Abstract

We present the description of a telemetry system for monitoring physico-chemical water variables using the General Radio Service (GPRS) mobile communication technology for data transmission. The system is intended to monitor rural water sources feeding communities without potable water service. The telemetry system is linked to a web service for consultation and analysis of the recorded data, and to a geographic information system for water resources management.

1. Introduction

In El Salvador, the institution in charge of the network of aqueducts and sewers is the Administración Nacional de Acueductos y Alcantarillados, ANDA (National Administration of Aqueducts and Sewers). Despite efforts to cover most of the country’s inhabited regions with an aqueduct system and potable water service, this has not yet been achieved, especially in rural areas. For this reason, in areas without potable water distribution services, the population self-supplies directly from natural sources (rivers and wellsprings) and rainwater collectors. In almost all of these cases, there is no monitoring of water parameters indicating its suitability for consumption, nor a history of data of the hydric resource behavior allowing its study in order to establish treatment and management plans.

One of the possible solutions to this problem is the implementation of monitoring systems composed of remote units scattered throughout areas having rural water sources, and a data collecting centralized unit. This paper concerns the design and implementation of a telemetric monitoring system of physico-chemical variables of water for rural sources (Mirón, Grande & Huguet, 2017). It has been developed by a joint initiative of the local government of the municipality of Tecolulca, located in a central rural area of the country, and the Department of Electronics and Computer Science of the Central American University "José Simeón Cañas". In the medium term, it is planned to gradually install the remote monitoring units in the water sources of the town.

2. System description

Searching for the best compromise between cost and performance, the monitoring system incorporates Arduino technology, the use of an autonomous photovoltaic power system, the use of the public telephone network for data transmission, and the use of free software for the reception, analysis, manipulation and data storage. The general system is composed of two parts:

- Remote monitoring unit.
- Centralized data collector unit.

The remote monitoring unit is composed of 3 modules:

- Control process and data acquisition module. This module is the core of the remote monitoring device. It controls the data acquisition, storage and the transmission process. It incorporates an Arduino Uno board, a SD memory shield, an external clock, and a set of sensors for measuring flow, temperature, salinity, pH and dissolved oxygen. In further implementations turbidity and chlorophyll sensors will be included. The Arduino board contains the main program that executes
temporized sensors lectures, data storage and transmission tasks. Also, the main program has a user interface routine for sensors calibration and for setting operation parameters.

- **Data transmission module.** It uses the General Packet Radio Service technology (GPRS) for sending data through the TCP/IP protocol (Transmission Control Protocol/Internet Protocol) to the receiver server connected to the public network. It incorporates a FONA 800 shield.

- **Photovoltaic power supply module.** In addition to the constraints concerning the distribution of drinking water in rural communities, it is common to find a limited electric power distribution service. For this reason, the design of the remote monitoring unit includes a photovoltaic power module to make it self-sustaining. Figure 1 shows the implemented remote monitoring unit.

![Implemented remote monitoring unit](image)

Figure 1: Implemented remote monitoring unit

The centralized data collector unit consists of a server connected to the web hosting an ensemble of scripts for reception, storing and data display. The server receives the data through an HTTP-GET packet (a HyperText Transfer Protocol request method), and unpacks and processes it using the Hypertext Pre-processor scripting language (PHP). The data is stored in a Structured Query Language (SQL) database. The database incorporates a query and report generation system and is linked to a previously implemented geographic information system (Zepeda, Deras, Juárez & Quintanilla, 2016).

3. Data flow

The data flow consists of different stages through which the collected information passes before being displayed. These steps are the following:

- **Data capture, storage and package.** Signals arriving at the input ports of the Arduino board are read, digitalized and converted into structured text strings with annexed information concerning the reading time code and the IP address of the receiving server. This strings are also stored inside the microSD memory.

- **Data transmission.** The FONA device initiates the GPRS communication. Once established, the Data transmission module generates calls to the receiver server IP using the GET method and the HTTP protocol. The previously structured data string is concatenated in the URL (Uniform Resource Locator) as a send variable of the HTTP call. After sending the data, the Data transmission module keeps waiting for a reception confirmation message from the server.

- **Data reception.** Once the HTTP-GET packet is received by the server, it is unpacked and processed using PHP. The encoded string is extracted and a new record is inserted into the database. If the reception process is successfully completed, the server sends a value of 1 to the Data transmission module. Otherwise, a value of 0 is sent.

- **Confirmation of received data.** The remote unit receives the confirmation message sent by the server and, depending on the value, stores the data in the microSD card. This record is a register...
of the amount of successful sendings. Recorded data strings concerning failed transmissions are labeled inside the microSD memory.

4. Results

The following sections of the paper focus on the data transmission process.

Field tests were done at one of Tecoluca’s water sources in order to determine the data transmission performance. Because of the weak signal of telephone companies providing GSM/GPRS services in this rural zone, the percentage of successful sending in the first test was only 75%. To enhance this performance, the transmission routine of the remote monitoring unit was modified. The number of GPRS search attempts was raised from 7 to 15. Also, the number of sending package attempts was raised to 3. With these changes, the transmission task performance raised to 88% on site.

5. Conclusions

The use of the public mobile network for telemetry systems is economically profitable. The maximum savings are achieved in the low-cost infrastructure needed to use this technology. Similarly, in recent years the cost of network usage contracts has decreased making this option more feasible. A disadvantage in this method is the risk of failures or signal limitations of the contracted network, however, the GPRS network systems and their upgrades are increasingly stable and have enhanced coverage. To assure reliable operation of telemetry systems in rural areas using the public mobile network, a verification of the best provider option in terms of mobile signal level at installation places must be performed. A previous consultation with the contractor of the telephone company is recommended to know about network expansion projects in the future.

In addition to the considerations regarding technical communication problems, it is necessary to take into account other complexities linked to telemetry systems. These complexities concern the protection and maintenance of the system, and the interpretation and management of the collected data. Concerning protection, it is necessary to envisage an infrastructure that protects the remote monitoring units from vandalism, such as theft of elements or damage. Regarding maintenance, it is necessary to contemplate a periodic investment in replacement parts and in technical personnel trained for revision and service. At the same time, it is necessary to count with water specialists or search for collaborations with institutions related to the subject to ensure the correct interpretation and exploitation of the collected information.
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Abstract

Algal blooms in freshwater bodies can have a major negative impact in humans and the aquatic life in general. Remote sensing of water eutrophication using multispectral satellite imagery is a powerful tool for analyzing its causes. Using public algal bloom records measured along the Uruguay River and Landsat-8 multispectral images, we learn a new algal concentration index. We demonstrate that traditional vegetation indexes such as NDVI, FAI and others do not correlate well with algal blooms, and conclude that it is better to learn from local data. The result is a refined tool for analyzing the eutrophication in the Uruguay River.

1 Introduction

Blooms of certain algae, such as cyanobacteria, can generate toxins that are potentially harmful for both humans and aquatic life. According to [1], Salto Grande reservoir in the Uruguay River is one of the areas with the greatest risk of exposure to cyanobacterial blooms in the country. They are often associated with nutrient enrichment and hydrological changes ([1]). Additionally, blooms occur more frequently in summer, with higher temperatures and low flow conditions ([3]). Better understanding the causes and prediction of algal blooms are both important challenges for environmental studies.

Satellite imagery provides a cost-effective way to monitor large water bodies. For instance, crossing information of satellite imagery and agricultural or industrial activities in the basin, could help identify sources of excessive nutrients conveyed into the water body.

This study focuses upon the lower Uruguay River, located between Argentina and Uruguay, from Salto Grande reservoir to the river mouth in Río de la Plata estuary. Using a publicly available record of in-situ algal bloom measurements taken on 35 CARU¹ monitoring stations all along the Uruguay River (Fig. 2), and publicly available Landsat-8 satellite imagery, we learn a new index to estimate occurrence of algal blooms in the Uruguay River.

2 Data Acquisition

2.1 Satellite Imagery

Landsat 8 Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) images ranging from January 2014 to April 2017 were used for this study². We used the top of the atmosphere (ToA) reflectance values for bands 1 to 7 (blue to short wave infrared, 430 to 1650 nm) and also include the thermal bands 10 and 11 (10,600 to 12,510 nm). These bands have a resolution of 30 meters.

We use satellite images when the date of satellite overpass is no more than one day before or after the date the in-situ measurements were performed. We also discard satellite scenes with significant cloud cover. We obtain a total of 13 usable scenes that satisfy this criterion and can be used for training and validation, and a total of 34 scenes for evaluation.

¹CARU stands for “Comisión Administradora del Río Uruguay”
²Downloaded from the United States Geological Survey (USGS) website
### Table 1: Statistical significance of the predictor variables. Coefficients are not standardized.

<table>
<thead>
<tr>
<th>predictor name</th>
<th>coefficient</th>
<th>p-value</th>
<th>t-value</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>222.8645</td>
<td>1.55e-01</td>
<td>1.47</td>
<td>150.90</td>
</tr>
<tr>
<td>Sun elevation</td>
<td>33.4551</td>
<td>1.64e-02</td>
<td>2.56</td>
<td>13.07</td>
</tr>
<tr>
<td>Band 1 (Coastal Aerosol)</td>
<td>-32.2250</td>
<td>1.05e-03</td>
<td>-3.44</td>
<td>9.40</td>
</tr>
<tr>
<td>Band 2 (Blue)</td>
<td>624.9488</td>
<td>3.75e-01</td>
<td>0.93</td>
<td>673.08</td>
</tr>
<tr>
<td>Band 3 (Green)</td>
<td>-929.9672</td>
<td>3.25e-01</td>
<td>-1.03</td>
<td>903.20</td>
</tr>
<tr>
<td>Band 4 (Red)</td>
<td>-606.4420</td>
<td>2.67e-02</td>
<td>-2.30</td>
<td>263.60</td>
</tr>
<tr>
<td>Band 5 (NIR)</td>
<td>355.6100</td>
<td>1.97e-05</td>
<td>4.43</td>
<td>80.39</td>
</tr>
<tr>
<td>Band 6 (SWIR 1)</td>
<td>-77.6375</td>
<td>4.80e-01</td>
<td>-0.74</td>
<td>104.42</td>
</tr>
<tr>
<td>Band 10 (TIRS 1)</td>
<td>1.5566</td>
<td>9.43e-04</td>
<td>3.46</td>
<td>0.45</td>
</tr>
<tr>
<td>Band 11 (TIRS 2)</td>
<td>24.2003</td>
<td>6.95e-03</td>
<td>2.87</td>
<td>8.48</td>
</tr>
</tbody>
</table>

#### 2.2 In-situ Measurements

The in-situ algal bloom measurements are obtained from public reports from CARU, downloaded from CARU’s website. The reports are in PDF format, with dated and georeferenced measurements of algal concentration for 35 different monitoring stations. The algal concentration is reported in three categories: “No algal bloom”, “Use caution” and “Do not bath”. Given the limited amount of available data, in order to simplify the classification problem, we binarized the labels by grouping the latter two categories into one, obtaining one negative and one positive class.

Using a custom PDF scraping script, we extracted from these reports a total of 1422 datapoints. We restricted them to those that are within one day of the satellite overpass, finally obtaining 100 negative and 22 positive datapoints to train and validate our index.

#### 3 Model

We used a logistic regression on the aforementioned satellite bands to learn the negative and positive categories from CARU reports. The logistic regression has three main advantages in this setting. First, its underlying linear nature makes overfitting less likely, an important consideration given that training samples are scarce in our case. Second, it allows some interpretability on the importance of each of the spectral bands in the estimator. Third, it allows a computationally efficient evaluation of the model in large images of several megapixels.

Because the algal blooms are known to be seasonal events in the river ([3]), we also use as a predictor variable the sun elevation angle during the satellite overpass which, because Landsat-8 orbit is sun-synchronous, encodes the time of the year.

We perform 10-fold cross-validation to validate the model on data not seen during training. Figure 1 presents the ROC curves for training and validation. We compare with the classic NDVI index [6], the Floating Algae Index (FAI) [5], with a simple green/red index [4] and with a previous study in the Uruguay River [2]. In Table 1 we present the statistical significance of each band in the estimator.

#### 4 Experimental Results

Figure 2 shows the obtained index overlaid on RGB satellite images of the Uruguay River for different dates. One can clearly observe that blooms tend to occur during the austral summer and that they are stronger in quiet waters, such as the reservoir of the Salto Grande dam (near the top of the figure).

#### 5 Conclusions

Compared to indices proposed elsewhere, we obtained a better algal bloom estimation index derived from satellite imagery, with respect to in-situ measurements for the Uruguay River. The proposed index...
Figure 1: ROC curves for algal bloom detection for training (left) and validation (right). Validation ROC curves are averaged over 10 cross-validation folds, showing the model’s robustness to overfitting.

Figure 2: Evaluation of our proposed index for 21 clean scenes of the Uruguay River ranging from January 2014 to March 2017. Date for each scene is shown on top. The index can be interpreted as the probability of the presence of algae in the water. Black dots represent the measuring stations. Blue and red dots represent the locations in space and time of the negative and positive samples respectively, that were used for training. Best viewed in electronic format.

could be used to identify areas in the river that are more prone to algal blooms, such as water reservoirs, and study the historical causes of eutrophication. We observed that the thermal bands of Landsat-8 are useful for algal bloom estimation, probably because they encode the water temperature, which is one of the key variables associated to cyanobacterial blooms ([3]). We expect the index to improve when more in-situ measurements aligned with satellite overpass are available as additional training data.
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Abstract
During crop growth there are microclimate variations that can affect them. Some variations, such as slight frost, if repeated many times can affect the yield of the crops. These variations can be monitored by a wireless sensor network and the estimated yield of the crop can be adjusted by analyzing the data. This work proposes a system that manages a wireless sensor network to monitor environmental variables, stores the data it receives and enables different types of users to analyze data. The users can be network admins or agronomists. The proposal includes the use of Geographic Information Technologies to display the data.

1 Introduction
During the crop growth microclimate variations could occur in different zones of the fields and affect the yield of the crop. Agronomists could learn about the real effect of those variations on crops if they had detailed data about them. To really know about those variations the deployment of a wireless sensor network (WSN) on the field can take measurements of environment variables, like temperature or humidity. The development of that kind of WSN applied to agriculture is part of a research project of the Electrical Engineering Institute ¹ (IIE)[3] and is supported by INIA².

In the last few years there has been a collaboration between the IIE and the Computer Science Institute ³ (InCo) on different uses of the data provided by the WSN on the field. The main user of the data generated by the WSN is the agronomist who needs to analyze them. Besides, the network administrator needs to monitor the WSN status and know how it is working through time during the test phase of the deployment.

There is some work on the analysis of sensor data, like [2] that focuses on the scientific applications of environmental data provided by several data sources, including meteorological stations. Its applications are terrestrial ecology and oceanography. This work is based on the IIE research project considering agronomists as one of the main users of the system proposed but also considering the needs of the researcher on networks.

2 Wireless Sensor Network
Wireless sensor networks [4](WSN) comprised sensor nodes that measure the environment and send the information to a root node. A key feature is the ad-hoc formation of a mesh network, where all nodes can route information to the root node.

The WSN was developed based on free and open-source software (FOSS). The protocols adopted for the communication stack are standardized by IEEE and IETF. The sensor nodes embedded software was

1 Instituto de Ingeniería Eléctrica - Facultad de Ingeniería - http://iie.fing.edu.uy/
2 Instituto Nacional de Investigaciones Agropecuarias - http://www.inia.uy
3 Instituto de Computación - Facultad de Ingeniería - http://www.fing.edu.uy/inco

Montevideo, September 27-29, 2017
build using Contiki\textsuperscript{4}, an event-driven operating system oriented to WSN and Internet of Things (IoT) applications using constrained hardware.

The communication stack adopted is the full-stack usually known as 6LoWPAN, since it uses IPv6 over IEEE 802.15.4 wireless personal network (low power WPAN).

The physical and MAC layer is based on the IEEE 802.15.4 standard operating in the 2.4 GHz unlicensed band. The access mechanism is Carrier Sense Multiple Access with Collision Avoidance (CSMACA) where the node does carrier sensing before transmitting packets to check whether the channel is idle or not. The upper layers are standardized by the IETF. In order to transport of IPv6 packets over 802.15.4 links, the 6LoWPAN adaptation layer protocol is used.

On top of 6LoWPAN, RPL is adopted (IPv6 Routing Protocol for Low-Power and Lossy Networks), a proactive routing protocol based on a tree-oriented strategy. The distance metric is usually based on some link quality indicator. RPL enables different operation modes. In this case, each network node’s storing the default route to the root and table entries to route packets to all the nodes downwards the tree was selected.

At the application layer the Constrained Application Protocol (CoAP)\textsuperscript{5} is used, which is a RESTful protocol for use with constrained hardware such as WSN nodes. It relies on UDP on transport layer. CoAP follows a REST model in which the nodes, as servers, make resources available to clients under a URL. In this case the client is the root node which is connected to a gateway that sends the information to a server via cellular network. CoAP uses methods such as GET, PUT, POST, etc. and a special OBSERVE mechanism that allows client nodes to retrieve a resource value from a server without a explicit GET.

The WSN generate data from their sensors at variable (configurable) rates and these date are transmitted to the base node through different routes across several nodes. The base node has limited storage capacity and limited computing power, but it is the node that connects the network to the internet. The base node receives all the data collected by the node sensors including the battery level and routing information.

3 System Description

This work focuses on the system that communicates with the base node and manages the data generated by the WSN. The system proposed also manages the data on the status of the WSN and the nodes, allowing the WSN administrators to monitorize the network and set parameters. Some of the functionalities required of the system were the georeferencing of the node position and the spatial analysis of the data provided, mainly of the WSN status data and in relation with other spatial data (hills, roads, wind map). We propose the graphical analysis of the variables measured (air humidity, soil humidity, temperature) and also the spatial analysis. One interesting function of the system is the capacity of setting alarms associated with threshold values for the observed variables (for example soil humidity below 30% could mean a drought and the agronomist could reinforce artificial irrigation). Some non-functional considerations of the system are that it has to be connection fault tolerant, considering that the base node has low computing power and has to store historical data (several years).

To achieve the needs of data analysis and WSN management, given that this kind of network is in an development phase, we designed a system with a distributed architecture and using several technologies that enable the extension of the system. As shown in Figure1, the system has a component (sensors-daemon) that receives the data from the network. The sensors-daemon runs in a limited hardware component near the network, provides temporal storage of the data, and communicates the sensors-core with the network. Sensors-core and sensors-daemon have two ways of communicating. One of them is asynchronous to deal with internet connection losses and efficient use of the bandwidth. When the system needs to handle serveral WSN in different deployments, the component sensors-daemon will be replicated near each network. Sensors-core runs in a server and stores the data using two types of databases:

\textsuperscript{4}www.contiki-os.org
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a relational one for system operation and a non-relational one for storing measured data. This second database allows the system to use diverse analysis tools related to Big Data technologies.

The system provides the different users with a web interface so that they can access the system through the Internet. The sensor-web component uses a MapServer (GeoServer\(^3\)) to overlay sensor data with context spatial data in a flexible way. GeoServer also provides the standard Web Processing Service (WPS)[1] that allows the system a further spatial analysis of the data.

4 Conclusions and Future Work

This work is the first prototype of a system that allows users to analyze crop field data in terms of time and location. From the very beginning of the project, the possibility of generating alarms for users when unusual situations are detected was considered (for example, very high temperatures which could be indicators of fire). Our proposal relates the data gathered by the sensors with its spatial location, allowing users to perform different types of GIS analyses (such as heatmaps) and cross it with other spatial data. The immediate future work is to test the system with real test fields since the system reached an alpha test in the IIE.
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Abstract

Reducing the computational cost is of great importance in applications that handle large volumes of data (Data Mining, Big Data, etc.). In cases of large data volumes, the computational cost of Artificial Neural Networks training increases, limiting the efficiency of the whole process. The aim of this work is to compare different process pipelines oriented to segment regions of interest in video sequences of biological dynamic patterns. As a hypothesis, we assume the decreasing of the amount of an unsupervised neural network (Self Organizing Maps) training data allows a computational cost reduction. The computational costs are evaluated using statistical parameters of simulated experiments.

1 Introduction

Whenever Artificial Neural Networks are applied to pattern recognition tasks that deal with large data volumes, the computational cost of their training will increase, limiting the efficiency of the whole process. In this work we propose a new approach to the design of a system that segment regions of interest (ROI) in video sequences of large volume of biological dynamic patterns. As previously published, features extracted from frame sequences are used as input to an unsupervised neural network, such as self-organizing maps (SOM) to deal with recognition of ROI [1-3].

Given that in most of the agricultural applications, multiple stations are sparsely located at the collection points, the system design must consider the amount of data to be transmitted to the central processor, and it should be oriented to minimize it [4]. Several efforts had been made in order to optimize SOM techniques using large volume of data. In this direction Matharage et al proposed a method that trains multiple SOM networks proposed a method that trains multiple SOM networks with data partitions, and afterwards performs a projection of all SOM trained networks into a 2D grid [5]. We consider that this solution is not enough adequate because the amount of information that must be send from the local stations to the central processor is not optimized. Also, Bedregal combines the Self-Organizing Map with Metric Access Methods (MAM) during the training stage, minimizing the computational cost at the central processor [6]. This proposal improves the SOM training performance within the central station, where the total data provided by the local points must be fed, however the communication channel load between the local stations and the central one is not optimized.

In our proposal the local stations are assumed to be provided with sensors and embedded processors with capacities to acquire and process video sequences. The design of a distributed processing model will improves the computational cost of the whole pattern recognition system. Preprocessing at the local stations, where primarily data is collected, will diminish the transmission channel load. Thus SOM training with a minor data amount will reduce the whole computational complexity showing the
expected effectiveness. The use of a trained SOM has shown to be a technique for coloring images developed from dynamic speckle laser videos is successfully applied to help an automatic system to identify a particular region of interest depending on the application; this presents an advantage with respect to other methods for ROI recognition [7-11]. As a particular case, we explore the goodness of the distributed design applied to ROI detection within video sequences from Dynamic Laser Speckle (DLS). DLS is observed when a surface, illuminated by a coherent light source presents some type of local activity. The intensity and shape of the observed interference pattern of scattered rays (i.e. speckles) evolve according to the sample characteristics. These speckle patterns activity is the consequence of microscopic movements or local changes in the refractive index of the sample properties. Both, the time evolution of pixel intensity as its spatial distribution over an image show seemingly random variations similar to those found in the height distributions of a rough surface. DLS patterns have been used to assess issues of interest in different fields, such as agronomy (seed analysis, fruits quality, animal sperm motility), medicine (capillary blood flow), industry (paint drying, monitoring of ice cream melting, yeast bread, gels), among others [12-15].

2 Material and Methods

In order to effectively characterize the differences of activity in the observed regions of interests (ROI) from samples using SOM, the sequence of laser intensity pattern must be preprocessed before SOM training. Several image descriptors have been developed from DLS videos in order to enhance ROI recognition. The SOM quantizes the data space of training data and simultaneously performs a topology-preserving projection of the data space onto a regular neuron (or cell) grid. SOM presents a good performance in finding natural grouping in data and was selected to process DLS sequences in this work. A Self-Organizing Map (SOM) is trained using the set of descriptors or features form DLS sequences. In order to visualize the trained SOM, first a proper coloring code for the codebook is chosen and then a Pseudo colored image is created (assigning the color of each pixel, taking the color of the SOM cell, which is the BMU for the vector of the pixel). Figure 1 briefly presents the recognition and visualization algorithm proposed.

![Proposed processing algorithm](image)

**Figure 1:** Proposed processing algorithm

A. Proposed Pipeline

In order to test the goodness of our proposal we compare two processes, both encompass a feature extraction stage and the training of an unsupervised neural network to be used as a recognition pattern system. A centralized process trains the SOM with the complete set of descriptors, while the proposed process trains the neural network only with the cluster centers that are generated on each distributed workstation. Hence, the optimized process (see Figure 1) presents a distributed process which comprises two steps: a first one of parallel processes that performs clustering on $n$ descriptors sets ($k$-means clustering) and a second step: training a SOM with the computed $k$-centroids from each of the parallel working posts ($n$).
B. Pipeline Analysis and Evaluation

Modeling of the computational costs is performed using statistical parameters of experimental designs. Efficiency and computational cost of both pipelines applied to the segmentation of images obtained from video sequences of biological dynamic patterns from a bruise apple are analyzed. Modeling of the computational costs is performed using statistical parameters of experimental designs. Time distribution functions from the pipelines are obtained by repeating 1000 times the process of the slowest parallel work post. Consequently the simulation is designed with the bias of the worst case. GPSS World Pseudo-random number generation algorithm is used from this function to obtain computational costs statistics. That pseudo-random generator is based on Lehmer’s Multiplicative Congruential algorithm, with a maximal period. The algorithm produces pseudo-random numbers in the open interval 0 to 2,147,483,647 and it generates 2,147,483,646 unique random numbers before repeating itself [16]. The Lehmer random number generator (named after D. H. Lehmer), sometimes also referred to as the Park–Miller random number generator (after Stephen K. Park and Keith W. Miller), is a type of linear congruential generator (LCG) that operates in multiplicative group of integers modulus \(n\). The general expression is:

\[ X_{k+1} = g \cdot X_k \mod (n) \]

where \(k:0,…,N\) the modulus \(n\) is a prime number or a power of a prime number, the multiplier \(g\) is an element of high multiplicative order modulus \(n\) (e.g., a primitive root modulus \(n\)), the seed \(X_0\) is coprime to \(n\), and \(N\) is the total number of simulated elements. Hence, 30,000 (1000x30) simulated events were computed to broaden the statistical base.

3 Results and discussion

Table 1 shows time analysis results of the proposed applied to bruise detection in an apple by DLS characterization and SOM application. The proposed method, which includes the distributed processed showed in figure 1, presented a decreasing of the amount of SOM training data and allows a noticeable time decrease when compared with the centralized process. Although it presented a computational cost reduction and could successfully detect the bruise, accuracy in borders detection slightly diminished. This fact should be detailed analyzed in cases borders accuracy is required, that was not our case of study.

<table>
<thead>
<tr>
<th>Centralized process</th>
<th>Distributed process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (seg.)</td>
<td>2.965</td>
</tr>
<tr>
<td>std. desv. (seg.)</td>
<td>0.108</td>
</tr>
<tr>
<td>Median (seg.)</td>
<td>2.951</td>
</tr>
</tbody>
</table>

Table 1: Time analysis statistics

4 Conclusions

Modeling of the computational costs is performed using statistical parameters of experimental designs from DLS video ROI extraction rehearsals. The main contribution of this preliminary work is the reduction of the computational cost compared to the SOM training with the whole data. In future works, we will address other applications to test efficiency, computational cost requirements and data amounts.
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Abstract

Nowadays, Wireless Sensor Networks (WSN) are widely being employed for monitoring agriculture lands and so get useful information for efficient use of water resources. However, sensor nodes suffer from degradation producing erroneous measurements. In this paper, a machine learning method based on Non-Negative Matrix Factorization (NMF) is applied to the spectral representation of data stream from a WSN to model normal behaviour of the sensor nodes; and, by this means, detect faults in sensor nodes. Experiments on soil moisture data show that NMF achieves good results detecting flaws in readings from sensors.

1 Introduction

In these days, the development of methods to help to monitor proper usage of water resources for agriculture purposes is a fundamental task since the scarcity of water due to several reasons such as climate change or improper use made by man [6]. To this end, Wireless sensor networks (WSN) thanks to their nodes equipped with several types of sensors help to measure temperature, soil moisture, fertility, etc. [4, 5].

Unfortunately, WSN nodes are prone to failure due to a hostile environment, sensor aging, battery drain, human destruction, etc. In those cases, sensor nodes generate incorrect measurements that in turn lead to inappropriate decisions. This is the reason of developing efficient algorithms for fault detection and also to determine which sensors are the flawed ones.

Among the proposed methods for the Fault Detection task under these scenarios, PCA has extensively been used to detect faults by making a comparison between a learned model for normal behaviour and the data from sensor nodes. These PCA-based proposals have good performance due to the fact that measurements from sensors are highly correlated, providing in this way redundancy that is beneficial for the PCA algorithm [3]. Also, more elaborated methods such as the KPCA [1] seek to learn non-linearities existing in data. Other methods, for instance, the MSPCA [7] combine PCA with Discrete Wavelet Transform (DWT), allowing capture time-frequency information.

In recent years, the Non-Negative Matrix Factorization (NMF) algorithm has widely been applied for successful feature extraction, EEG (Electroencephalogram) signal processing, acoustic event classification (AEC), etc. [2, 8]. Basically, NMF unsupervisely decompose the data into a set of basis vectors and coefficients weighting such vectors. A better interpretability is achieved since the obtained representations are based on pieces of positive vectors. In this paper, NMF is used to model the normal behavior of the sensor nodes and thus to detect faults in soil moisture measurements transmitted from sensor nodes.

This paper is organized as follows: Section 2 presents the proposed front-end for the sensor nodes fault detection. Also, NMF is briefly presented. Section 3 presents the experimental setup and results. Finally, conclusions of this work are presented in Section 4.

2 Fault sensor nodes detection based on NMF

This section presents the procedure to detect faulty sensor nodes using NMF. To do that, we start with a brief description of the NMF method. Given a matrix \( D \in \mathbb{R}^{F \times N}_+ \), where each column is the magnitude spectra of sensed data, NMF approximates it as a product of two non-negative low-rank matrices \( W \in \mathbb{R}^{F \times K}_+ \) and \( H \in \mathbb{R}^{K \times N}_+ \) with \( K \leq \min(F, N) \) i.e. \( D \approx WH \). In this way, each column of \( D \) can
be written as a linear combination of \( K \) spectral basis vectors (SBVs) contained in the columns of \( \mathbf{W} \), weighted with the coefficients of activation –or gain– located in the corresponding column of \( \mathbf{H} \).

The factorization is achieved by an iterative minimization of a given cost function such as the KL divergence (Eq. 1). It results in the iterative update rules shown in Eq. 2 [2, 8].

\[
D_{KL}(\mathbf{D} | \mathbf{WH}) = \sum_{ij} \left( \mathbf{D}_{ij} \log \frac{\mathbf{D}_{ij}}{(\mathbf{WH})_{ij}} - (\mathbf{D}_{ij} - (\mathbf{WH})_{ij}) \right) 
\]

\[
\mathbf{W} \leftarrow \mathbf{W} \odot \frac{\mathbf{D}_{WH} H^T}{\mathbf{H}^T \mathbf{H}} \\
\mathbf{H} \leftarrow \mathbf{H} \odot \frac{\mathbf{W}^T \mathbf{D}_{WH}}{\mathbf{W}^T \mathbf{W}} 
\]

where \( \mathbf{1} \) is an \( F \times N \) all-ones matrix. Multiplications \( \odot \) and divisions are component wise operations.

The faults in sensor nodes detection process is divided into two stages. Firstly, the normal behavior pattern of sensors is modeled by finding the SBVs by means of applying NMF to the magnitude spectrum of data. Then, all SBVs are concatenated to form a new matrix \( \mathbf{W}_s \in \mathbb{R}^{F \times KS} \), where \( S \) is the total number of sensors.

Secondly, the detection of faulty sensor nodes is conducted through the calculation of the activation coefficients \( \mathbf{H}_s \), such that \( \mathbf{D}_{test} \approx \mathbf{W}_s \mathbf{H}_s \). To do so, the procedure depicted by Eqs. 1-2 is performed again to approximate \( \mathbf{D}_{test} \) but fixing \( \mathbf{W}_s \) and only updating \( \mathbf{H}_s \). Then for every sensor node, a characteristic vector is calculated as follows:

\[
g_s = \arg\max_n (H_{kn})_n, s \in \{1,...,S\} 
\]

From these vectors, \( \mathbf{G}_{test} \) matrix is constructed by concatenating the characteristic vectors of the each sensor \( (g_s) \). Finally, the average gain matrix \( (\mu_{test} = \sum_{k=1}^{K} G^{(k)}_{test}/K) \) is used for monitoring sensors. If \( \mu_{test} \) exceeds a threshold \( \delta_{NMF} \) (calculated using the activations of the training data set as in Eq. 4), then the system determines that a sensor node has failed.

\[
\delta_{NMF} = \sum_{x=1}^{S} \sum_{k=1}^{K} G^{(k)}_{train,x}/KS 
\]

where the \( \mathbf{G}_{train} \) matrix is found by following the same procedure for obtaining the \( \mathbf{G}_{test} \) matrix.

3 Experiments and results

3.1 Database and Baseline System

A database with agricultural soil moisture measurements was formed by collecting data from \( S = 8 \) sensor nodes. The measurements were taken every 5 minutes forming a total of 2000 samples for each sensor. Then, the dataset was divided into a training (first 1900 samples) and test (last 100 samples) sets.

The spectrum of data was computed using a Hamming window of 20 samples long with 50% of overlap. Regarding the faults of sensors, in this work, three types of faults have been experimentally induced in some sensors. They are Offset, Gain and Precision degradation fault.

3.2 Results

Results in Table 1 shows mean values for True Positive Rates (TPR), False Positive Rate (FPR) and Mean Error Probability \( (p_S) \) for 1000 experiments using three fault types with \( Q_S = 1, 3, 7 \) faults in readings from sensor nodes. It is worth to mention that the performance of NMF-based method seems to be more homogeneous for different faults, unlike the MSPCA-based method where a degradation of performance occurs when the number of faults increases. This can be observed as an increment in the value of \( p_S \) due to the rising in the probability of false alarm or FPR. This improvement was achieved primarily because the NMF-based method discovers the most important spectral bands that adequately represent the normal behavior of the sensor nodes.
Table 1: Performance of NMF and MSPCA detection method for different faults in sensor nodes.

<table>
<thead>
<tr>
<th>Fault type</th>
<th>TPR (%)</th>
<th>FPR (%)</th>
<th>p (%)</th>
<th>TPR (%)</th>
<th>FPR (%)</th>
<th>p (%)</th>
<th>TPR (%)</th>
<th>FPR (%)</th>
<th>p (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faults in sensor nodes (Q_S)</td>
<td>NMF</td>
<td>MSPCA</td>
<td>Gain</td>
<td>Offset</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>90.30</td>
<td>0</td>
<td>4.85</td>
<td>82.80</td>
<td>96.40</td>
<td>1.80</td>
<td>87.00</td>
<td>82.70</td>
<td>6.50</td>
</tr>
<tr>
<td>2</td>
<td>93.03</td>
<td>0</td>
<td>3.49</td>
<td>81.60</td>
<td>71.07</td>
<td>1.38</td>
<td>76.57</td>
<td>11.72</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>90.97</td>
<td>0</td>
<td>4.51</td>
<td>81.60</td>
<td>79.47</td>
<td>31.00</td>
<td>93.30</td>
<td>31.50</td>
<td>19.07</td>
</tr>
</tbody>
</table>

4 Conclusions

In this paper, a system for detecting faults in sensor nodes based on NMF was presented. The system models the normal behavior of the sensor nodes from the spectral basis vectors (SBVs) obtained after applying NMF over the spectral magnitude of the sensed data. From the SBVs, the activation coefficients in $H_s$ are updated. Then, the sensor nodes are monitored using this gain matrix, enabling the system to determine which sensor nodes present wrong readings. The front-end has been tested using three types of faults artificially added to the test dataset. The results show that NMF algorithm is a promising tool to be used to detect flaws in readings from sensor nodes, allowing to capture the most important and relevant spectral components from sensed data.
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Abstract

The agricultural production process begins with the type of land to be grown and its influence on productivity yield. Therefore, it is necessary to make a correct selection in order to avoid over costs or future losses. In the case of the Government initiative "Santander-Agropolis", it is essential to carry out an efficient selection of the potential sites. Thus, the objective of this work is to develop a tool for supporting localization decision making by applying clustering techniques focusing on the productive yield. The main results indicate that there are six groups that can be distributed in the six "Agropolis".

1 Introduction

The world hunger elimination is one of the United Nations sustainability goals, which include ensuring food security by promoting sustainable agriculture, strengthening rural development and protecting the environment. For this, Colombia as a United Nations member, decree in its development plan the strengthening of two axes related to this goal: Development of a competitive rurality with an emphasis in the agricultural sector and Environmental sustainability elements for rural development [2] seeking to generate well-being to the neediest population.

The reinforcement of the aforementioned axes becomes more relevant with the FARC Peace Accord signed in 2016, where different members of Governmental, Social, Academic and Industrial Institutions are invited to make efforts in order to generate a positive impact on the agriculture sector development [6], especially, focused on the well-being of small-scale farmers who own Agricultural Production Units (UPA) of less than five hectares [3] and had difficulty generating wealth through traditional processes.

Santander department is one of the main agricultural producers, however, in it has been identified an internal demand lack [4, 5], and small-scale farmer poverty; this is due to the concentration of power (and land) caused by the armed conflict and the incompatibility of production between agribusiness and food producers. In consequence, the Government seeks to generate strategies that balance both productive fronts (agro-industrial and food) along with increasing food safety, strengthening the small farmers and protecting the environment.

The Santander Governor proposed the formation of seven Agropolis which are models of agricultural associativity, focused on diversified sowing to meet the nutritional requirements of a population at a specific site, improving the quality of life of small-scale farmers, thus improving food resilience [5]. The Agropolis formation in each macro-region [4] is a development strategy which began with the formulation of the "Santander-Magdalena Medio Agropolis" in the macro-region called Mares and requiring to locate other six Agropolis in the remaining six macro-regions.

However, considering that the Agropolis seek to generate productive strategies integrating the various stakeholders and managing the agricultural production programming in a specific region [1], identify the appropriate area to carry out the project is necessary in order to facilitate the stakeholder's identification and make better use of arable land especially.
Moreover, taking into account the decision methods used by government are data lack (the methods are usually qualitative techniques based on the agreement between stakeholders), is necessary create tools to support decision activities with replicable techniques such as the presented in this work.

Therefore, the objective of the present research is to develop an analysis of the similarity and potential of several locations in Santander, Colombia, using a census data, applying machine-learning techniques, and generating a map. It indicates according to affinity the best sites to develop the six Agropolis which will strengthen the balance strategies proposed by the Governor of Santander within the framework of sustainable development objectives.

2 Methodology

The generation of groups was taken from features describing the production volume per unit area a summary of these variables is presented in Table 1. In order to determine the number of optimal groups for the dataset is used in the elbow method (see Figure 1) resulting in a \( k = 6 \). Then, the distance metric and k-means variant appropriate for the data set is used the sum of squares between relative groups (see Table 2), the selected combination corresponds to the one that has greater separation between groups corresponding to the combination of distance-algorithm Floyd and Euclidean.

<table>
<thead>
<tr>
<th>Table 1: Variables Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Algorithm</strong></td>
</tr>
<tr>
<td>Hartigan</td>
</tr>
<tr>
<td>Lloyd</td>
</tr>
<tr>
<td>Forgy</td>
</tr>
<tr>
<td>Macqueen</td>
</tr>
</tbody>
</table>

Table 2: squared sum between clusters
3 Results and conclusions

From the machine learning technique results, six types of clusters are formed. (See figure 2), Cluster 1 (light blue) has eighteen Townships (T) and is related to the higher food industrial productivity, Cluster 2 (green) is the most efficient tuber, potatoes, yucca, and banana producer with six T. Cluster 3 (orange) represents a group of varied crops with special efficient cereals sowing, and this group has seven T. Cluster 4 (purple) has presence in seven of eight macro-regions with fifteen T and is characterized by being the second best producer of fruits in Santander.

Cluster 5 (red) has one T called Lebrija and is the main pineapple producer in Colombia and the most efficient corn and cereal grower. Finally, Cluster 6 (dark blue) is the most massive group with forty Townships (for about 45.98% T), has a presence in the eight macro-regions and is the most efficient vegetables and fruits grower. The numbers of townships in each Cluster and macro-region is written in Table 3.

Figure 2: Clusters geospatial distribution in Santander

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Macro-region</th>
<th>Nº 1</th>
<th>Nº 2</th>
<th>Nº 3</th>
<th>Nº 4</th>
<th>Nº 5</th>
<th>Nº 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carare</td>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comuneros</td>
<td></td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>García Rovira</td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Guanentá</td>
<td></td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mares</td>
<td></td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Santurbán</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Soto</td>
<td></td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Vélez</td>
<td></td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Townships number in each Cluster and macro-region

From the results it is concluded that depending on the type of Agropolis (taking into account the product groups: Agroindustry, Tubers, Fruits, Cereals, and Vegetables) it is possible to select more than one region except in the macro-region called Soto, which has one T specialized in pineapple fruits citric fruits and corn-soybean, furthermore, taking into account the Townships geospatial distribution in each macro-region the Agropolis could be located in an area across many Municipalities increasing its food diversity.
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Abstract

The dairy industry is very important for the Uruguayan economy, and it presents many opportunities for attaining better efficiency levels by using operational research techniques. In this paper we address the problem of food resources allocation in pastoral based dairy systems, which consists of determining how to distribute the available resources to the herd.

The main goal was to develop a multiple objective optimization model, covering multiple periods and integrating operational decisions solved by more detailed submodels. To find solutions for this model, we programmed an evolutionary algorithm and studied the best parameter configuration to obtain a good computational performance.

1 Introduction

Dairy industry is one of the most complex and important sectors of the Uruguayan economy, and the production has been increased in the last decades. In particular, in the last 7 years the milk production has been growing at rates of 7% per year [6], and the milking area has been reduced by 20%. There was a significant increase in productivity per hectare and productivity per cow, and this increase is mainly due to competition with other agricultural activities and because of higher land prices [2].

Based on the data presented by DIEA [6], in 2007 production reached 750 liters per hectare, while in 2014 reached 4000 liters per hectare. However, these values represent very variable situations, while some producers increased their production by 4% other producers grew at a rate of 13%.

In Uruguayan dairy production there are 3610 producers, using a total area of 762000 hectares. In total they have 440000 cows and generated a production of 2130 million liters of milk in 2014 [6].

The dairy production systems in Uruguay are defined as pastoral systems with supplementation [3]. In these systems the stocking rate is the main factor that determines the effectiveness of the system, directly impacting on milk production and forage consumption [2]. The intensification of milk production in Uruguay is based on a significant increase in the use of concentrates and conserved forage [5], while direct forage harvesting by the animals has remained unchanged [3]. However, the viability of these practices and their productive and economic sustainability is not very clear. The intensification of milk production systems represents a strong impact on the entire dairy chain due to a lower area requirement and the possibility of higher prices of raw material.

Because of the importance of the dairy industry for the Uruguayan economy, the complexity of the dairy management systems and the increase of the intensification process, it is of high interest to study problems related to dairy systems using an operational research focus to enrich traditional agronomy approaches. Particularly, in this work we address the problem of food resources allocation in pastoral based dairy systems.
2 Problem description and solution method

The food resource allocation to a dairy herd consists in determining how to distribute the available resources considering different objectives. Those resources are different types of food located in field areas that must be allocated to the cows. In Uruguay, the resource allocation is done by dividing the herd into groups of cows (each group can have different sizes and include animals of different characteristics), and then distributing those groups into different feeding areas. In general, to simplify the food allocation task, each group remains unchanged (same cows) for a certain period of time. There are many combinations on how to group the animals; and even more combinations can be considered in order to assign those groups to the existing resources, with some solutions being much better than other ones. In Uruguay, this allocation process is usually based on the experience, intuition (and even traditions) of the producers, following some management rules considering parturition, days in milk, actual milk production, among others.

This type of allocation can be addressed by a combinatorial optimization model. Trying to optimize dairy systems is hard and complex, specially because there are many factors to consider (attributes, objectives and constraints), but a great advantage of this approach is to have the opportunity to help farmers and producers to explore a large number of combinations and finally follow the solution that fits better for them.

The optimization techniques are widely considered as very useful for agricultural models. Mathematical programming methods were among the first used approaches for agricultural optimization, and then, many studies using linear programming methods have been published [14]. Also, different papers using metaheuristics for land use optimization have been reported [11].

Dairy production is also an area where optimization techniques have been used [4, 7–10, 13].

In general, the problems referenced above did not consider the animal grouping and did not differentiate how cows of different types were fed. A first approximation of that problem was presented by Notte [12], and was presented in terms of supply and demand. The supply structure was defined by the availability of food resources and their characteristics, while the demand structure was defined by the energy required by the herd (based on the nutrient requirements of dairy cattle as published by the NRC). The model in that work is a single objective model, and defines new groups of cows for every single milking, thus resulting in solutions which are not practicable for Uruguayan producers.

Considering the difficulty of large-scale optimization problem, where traditional exact approaches cannot be applied, a very good alternative are metaheuristics, which have been used to obtain good quality approximate solutions in a reasonable execution time. Evolutionary Algorithms [1] have proven to be flexible and robust methods for effectively solve complex optimization problems.

In this work, the main goal was to develop a more realistic model for determining how to allocate the available resources. A mathematical programming model was constructed, taking into account the characteristics of the problem. The model follows a multi-period approach, covering a one year schedule, divided into periods of one month. Decision variables correspond to how to divide the entire herd into groups of animals, which remain in place during each one month period (but can be changed from one month to the following one). Parameters of the model include the different food types and availabilities, as well as the characteristics of each cow in the herd. The intra-month behavior of the system is represented using more detailed models (in particular, taking into account the changes in grass availability due to the consumption by the herd and the vegetal growth; and also taking into account the milk production of each cow, depending on the food availability via the decided allocation, and depending on genetics and other characteristics).

Finally, to solve the integrated optimization model we developed a multi-objective evolutionary algorithm for the optimization problem, taking as decision variables a sub-set of input parameters, and using different objective functions (maximizing total production, maximizing production efficiency, maximizing economic gain, minimizing capital invested, etc.). We also studied the best parameter configuration in order to obtain a good computational performance.

The results obtained showed that it was possible to find in a reasonable computing time a number of good quality solutions, representing different tradeoffs between the objective functions mentioned above,
and approximating the Pareto front of efficient decisions. This set of good quality solutions can be used by the farmers, to select an efficient food allocation strategy that corresponds to a particular tradeoff suiting their own personal preferences and constraints.
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Abstract

This paper proposes a method to optimize the Operational Forest Planning based on the Simulated Annealing metaheuristic. The Operational Forest Planning is the hierarchical level of the forest planning that encompasses the harvesting and the transportation of timber. The proposed method aims to find a lower cost solution for harvesting and transportation of timber to the demand centers. The results show that the method can improve the first feasible solution found from 30% to 68%.

1 Introduction

By looking at the amount of papers published in the last decades, we can understand that the optimization of forest planning is necessary, since this research field moves high values and it serves several clients, such as paper industries, furniture industries, energy production sectors, among others. Since the early '90s the amount of papers published about forest planning increased especially in strategic and tactical levels. The operational level presents the smallest amount of papers at the moment.

The authors were not able to find another paper with the same focus on optimization that they had in this paper, so it was difficult to compare the results of this paper with another reference. The authors made use of constructed scenarios based on real scenarios and compared the best solution found with the first feasible solution. The authors aim to show that the proposed method can be a great reduction in the cost of operational forest planning by spending relatively small computational time.

2 Forest Planning

2.1 Operational Forest Planning

The papers and literature published by the end of the '80s show the optimization of forest planning through performing this optimization in seeds, aiming to maximize the harvest. Between the late '80s and the early '90s, researches began to use different hierarchical levels in forest planning: Strategic, Tactical and Operational. [2] published one of the first papers showing these different levels in their development.

The Operational Forest Planning is the hierarchical level of the forest planning that encompasses the harvest and the transport of wood. The operational level currently presents less papers than others levels, probably because this level needs much more variables than the others. Besides, it is necessary for the process not to take long because, this level has a short deadline.

The development of a method to optimize forest planning in the operational level presents high computational complexity and, in addition, we do not have real data of forest scenarios available to test and improve the method. Nowadays, the most used way for this development is to implement arrangements with private companies, using its forest data and trying to optimize the harvest for this company. [10] shows a tool to generate forest scenarios based on real data of a forest. That tool was used on the development of this paper to generate scenarios to test the proposed method of optimization.
2.2 Forest Scenarios

The forest scenarios created by the tool show all the necessary information to understand and optimize the operational forest planning in those scenarios. Each scenario presents the following information:

- Amount of plots ready to be harvested;
- Amount of different forest products that can be harvested on a plot;
- For each plot: the identification, the coordinates, the size, the topography, the specie of tree seeded, the conditions of harvest in rainy season, the inventory of each forest product available on this plot;
- Amount of demand centers, where the forest products will be delivered;
- For each demand center: the identification and the coordinates.

For the development of the method presented on this paper, the authors used ten different scenarios. These scenarios are available at www.joinville.ifsc.edu.br/~paulo.amaro/Forest_Scenarios. They are named “Cenário 1” to “Cenário 10”.

3 Optimization Method

The optimization method chosen was based on the Simulated Annealing metaheuristics. It was chosen because for each solution made to the harvest problem it was necessary to solve a transportation problem for the forest products. The transportation problem is a complex problem to solve; Simulated Annealing demands less computational effort than other metaheuristics as Genetic Algorithm applied in forest problems. Many researches were published in last three decades using Simulated Annealing in forest problems such as [1], [3], [4], [6], [7] and [8], especially for solving spatial constrained harvest problem. The Simulated Annealing is a metaheuristic developed by [11], based in [9].

Besides the information about the scenario, it was necessary to input the planning horizon, the demands of each forest product and the information about the harvest teams. After these steps, the method creates random sequences of plots for each harvest team. Based on the sequence and the offers of products, the forest planning problem was transformed in a sparse transportation problem. The transportation problem was solved with the method presented by [5]. The method can find the optimal solution for the transportation problem. The cost of this problem was used to compose the total cost of the operational forest planning in addition to the costs for transportation and operation of the harvest teams. The total cost is the evaluation function for the Simulated Annealing and it can be represented by this equation:

\[ F = \sum_{i,j,k,l,m} x_{ijklm} + \sum_{n,o,p,q} y_{nopq} + \sum_{r,s} z_{rs} \]  

where \( x_{ijklm} \) is the transportation cost for the forest product \( i \) harvested in plot \( j \) in day \( k \) and transported to demand center \( l \) in day \( m \), \( y_{nopq} \) is the cost for moving the harvesting team \( n \) in day \( o \) from the plot \( p \) to plot \( q \) and \( z_{rs} \) is the operational cost of harvest team \( r \) in day \( s \).

The Simulated Annealing was used for 10 minutes. After this, the best solution found by the metaheuristic was assumed like the solution for the problem. Besides that, the method compared the best solution with the first feasible solution found and the difference in percentage between these two solutions was then calculated, called percent reduction of solution.

4 Tests and Results

Tests were done in order to evaluate the proposed method. Some parameters needed to be determined before the tests. The planning horizon was set in 7 days and the parameter of Simulated Annealing used to update the temperature was called alpha (represented by \( \alpha \)) and three alpha values were determined for the tests (0.80, 0.90 and 0.95).

Ten tests were performed with each scenario for each alpha value. The results were compiled and some information by these tests are shown in Figures 1 and 2. Figure 1 shows the behavior of the average of percent reduction of the best solution found in relation to the first feasible solution found for each
alpha value. It can be observed in Figure 1 that the best solution found was, at minimum, 30% better than the first feasible solution found previously. In addition, it can be observed that alpha 0.80 reaches better solution than other alpha values in 6 for 10 tested scenarios while alpha 0.90 reaches better solutions than other alpha values only in one tested scenario.

Figure 1: Graphic with the average of percent reduction of solution
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Abstract

This paper proposes and develops a deterministic multi-objective linear programming model to analyze the relationship among the economic, environmental, and food security dimensions of the biodiesel supply chain (BSC) in Colombia. Considering four echelons from the supply chain (palm cultivation, oil extraction, bio-refineries, and mixers), the model seeks to minimize total cost of the chain, impact on food security, and emissions of greenhouse gases, including emissions from direct and indirect land use change. The Epsilon-constraint method is used to solve the multi-objective model for the BSC. A Pareto set of optimal solutions helped to identify trade-offs involving the three objectives.

1 Introduction

Global production of biofuels has grown steadily in recent years. However, despite their advantages over fossil fuels, there are concerns about the environmental and social impacts of biofuels’ production and distribution. According to the Food and Agriculture Organization of the United Nations (FAO, 2008), one of the most important social issues in biofuels chains is the impact they can have on food security. Regarding environmental issues, a study prepared for the Inter-American Development Bank (IDB) and the Mines and Energy Ministry of Colombia highlights the impacts associated with direct and indirect land use change (CUE Consortium, 2012).

Consequently, this paper proposes and develops a multi-objective linear programming model to help understand the relationship between economic, environmental and food security performance indicators in the biodiesel chain for the case of Colombia. Considering four links in the supply chain (African palm cultivation, oil extraction, bio-refineries, and mixers), the model seeks to minimize three objectives: total cost of the chain, impact on food security, and emissions of greenhouse gases (GHG), including emissions from direct and indirect land use change.

2 Research methodology

After an analysis of the state-of-the-art models and techniques, the objectives for the management of the supply chain, and a diagnosis of the biodiesel supply chain (BSC) in Colombia, the relationship between cost, food security and GHG emissions was established. From these relationships the parameters and variables were identified and a multi-objective linear programming model was proposed. Later, experimentation with the model was applied to the case of the BSC, which considered crop yields throughout the palm’s life cycle, projected production capacity, and projected demand in Colombia for a horizon of 30 years. Based on a scenario where the deficit of biodiesel at a nearly optimal cost per ton produced is reduced, the Epsilon-constraint method was used to generate Pareto frontiers that helped to identify transactional solutions that consider the economy, the environment, and food security. The model was programmed in GAMS.
3 Findings

The analysis of Pareto frontiers (see Figure 1) shows that there is an inverse relationship between the three objectives evaluated. Applying the lexicographical method, different objectives are achieved: in A, a minimum cost is achieved with a low level of emissions and a high impact on food security; in B, optimal emissions are maintained while the impact on food security (0 Ha-year replaced) is minimized; and, point C is obtained by keeping the level of costs from point A and minimizing the impact on food security, which results in an increase in emissions.

![Figure 1 – Pareto frontiers for the relationships between sustainability objectives](image)

The cost is inversely proportional to emissions since the most productive soils are the most emissions-intensive, as in the case of non-protected forests. In turn, using less productive soils as grasslands or scrubs increases absorption of carbon dioxide (CO2) but at the expense of increased production costs. The inverse relationship between cost and food security can be explained in that there are soils dedicated to agricultural crops, which might have higher yields of palm per hectare than they would in grassland soils or scrub. The impact on food security can be reduced if the substituted crops are finally replaced in a natural area (forest or grassland), which would cause an increase in CO2 emissions by changing land use.

4 Relevance and contribution

In modeling sustainable supply chains, trade-offs between the results in the environmental, social and economic dimensions are the rule, rather than the exception (Brandenburg et al, 2014; Seuring, 2013). However, empirical studies are required that support or reflect on how particular situations can generate these trade-offs (O’Rourke, 2014; Dekker et al, 2012; Wu and Pagell, 2011).

The model developed in this article has served to establish the relationship between the three objectives evaluated, which helps support decision-making in the BSC and guides the definition of sustainability-oriented policies. The proposed generic mathematical model can be applicable to any supply chain of agro-fuels and allows for the calculation of a production, inventory and distribution plan of raw materials, intermediate, and finished products throughout the entire chain.

In addition, the model has features not found in the review of the state of the art. First, the models incorporates variations in palm yields per hectare over the life of the crop, allowing to define an optimum planting production plan to achieve the levels required in the next 30 years. Also, the model considers GHG emissions per hectare in the growth phase (not per ton of fruit) and takes into account different types of soil, making explicit the variations in production and emissions depending on the
type of soil used, including emissions from indirect land use change, thus explaining the trade-off between GHG emissions and food security.
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Abstract

BCS ("Body Condition Score") is a method to estimate body fat reserves and accumulated energy balance of cows. BCS heavily influences milk production, reproduction, and health of cows. Therefore, it is important to monitor BCS to achieve better animal response. It is a time-consuming and subjective task, performed visually by expert scorers. Several studies have tried to automate BCS of dairy cows by applying image analysis and machine learning techniques. This work analyzes these studies and proposes to use a method based on Convolutional Neural Networks (CNNs) to improve overall automatic BCS estimation and extending its use beyond dairy production.

1 Introduction

Body condition score (BCS) refers to the relative amount of subcutaneous body fat or energy reserve in cows, regardless of body weight and frame size [24]. BCS uses a 5-point scale with 0.25-point increments (ranging from 1 -emaciated cows-, to 5 -obese cows-) [8, 9]. BCS is an important management tool, which can improve herd nutrition, health, production and pregnancy rate [13, 15, 18, 19]. BCS estimation is a time-consuming process measured manually that requires trained evaluators. The subjectivity in the judgment of evaluators can lead to different scores for the same cow under consideration, or even inconsistent scores by the same expert. Thus, with the increasing advances in technology availability at an accessible cost, automation and digitalization of livestock farming tasks offer multiple opportunities. Different studies have particularly focused on BCS automation. This extended abstract identifies the most recent studies on this area and highlights some important aspects, depicting concrete opportunities for further development.

2 Related Works

Several attempts to automate the determination of dairy cows’ BCS using digital images are reported in the literature. Developed methods have two stages: (i) image analysis techniques to extract relevant characteristics (such as angles, distances and areas between anatomical points; intensity/depth pixels values; cow contour or a representation of it) to differentiate fat reserves levels of cows; (ii) usage of collected characteristics to implement a BCS estimation model. Mostly, there are two types of models used: regression analysis models (as in [2, 4, 5, 10, 17, 20, 22]) and algorithms that measure cow’s body angularity (as in [11, 12, 21]) according to the hypothesis that the body shape of a fatter cow is rounder than that of a thin cow.

Moreover, three automation levels exist. In the lowest level are [2, 5, 10], which require to manually identify anatomical points in the images to extract characteristics to develop the estimation models. In the medium level are [1, 4, 17], where the input images used are manually selected, but the rest of the process is automatic. Finally, in the highest level are [11, 12, 20, 21, 22], which achieve a completely automated process. Among the latter studies, only [11, 12] carry out real time estimations because image preprocessing techniques (segmentation, normalization, features extraction) used in the other studies are time-consuming and therefore are performed under a batch scheme. However, [11] use a very expensive thermal camera (in comparison with the other studies) and [12] do not perform a detailed analysis of results and only corroborate the inversely proportional relationship between BCS and angularity of the cow’s body.

3 Opportunities

Despite some studies proposed automatic systems and achieved good BCS estimation results within the expected error range in comparison to expert’s scores ([11, 21, 22]), none has simultaneously developed a highly automated, accurate, real-time and low cost method. Particularly, real time evaluation does not represent a problem on dairy farm activities because farmers interact with the cows at least twice a day. However, it is very important in beef
cow-calf operations, where interactions with cows have seasonal frequency, and contingency actions should be applied immediately (e.g. herd split) to avoid unnecessary herd movements. In the same way, a system oriented to dairy and beef breeding operations needs a broad training and validation images set, involving different cow breeds. In contrast to surveyed studies, the new method needs taking into account different cow frames to achieve accurate estimations, using a cheap camera. These challenges open up opportunities for developing BCS estimation systems for dairy production and beyond.

Additionally, an alternative powerful machine learning technique from the field of deep learning, known as Convolutional Neural Network (CNN), has not been proven yet. CNNs [3] have been found highly effective and been commonly used in computer vision and image classification [7, 14, 16, 23]. A CNN is a specialized kind of neural network with a special architecture composed of a sequence of layers. Three main types of layers are used to build a CNN: convolutional, pooling (or subsampling) and fully-connected layers. In the traditional model of pattern/image recognition (studies of Section 2) a hand-designed feature extractor gathers relevant information from the input image. Then, features are used to train a classifier (or a regression model), which outputs the class (or value) corresponding to an input image. In a CNN, convolution and pooling layers play the role of feature extractor, where the weights (model coefficients or parameters) of the convolutional layer being used for feature extraction as well as the fully connected layer being used for classification are automatically determined during the training process [14]. In this way, a CNN transforms the original image layer by layer from the original pixel values to the final class scores (the discrete BCS values within the 5-point scale).

Furthermore, when the BCS system starts to work in the farm, a huge number of images and body condition values will be periodically generated. This amount of data could be analyzed individually or together with other information sources, such as sensors around the farm and on animals (e.g. activity meter collar), local and external information systems, custom digital registers, etc. Thus, Big Data techniques could be applied to organize, analyze, process and interpret such large volumes of diverse data.

4 Current Status

A system to estimate BCS in real time is being developed. Images are being collected to build a dataset of cows with their associated BCS. Then, these images will be used to train and validate a CNN model.

4.1 Data Collection and Model Validation

Three dairy farms has been visited to acquire images. One of them is located in Carlos Pellegrini, Santa Fe (Argentina), and has about 1000 cows. Two are located in Gardey, Buenos Aires (Argentina) and have 200 and 400 cows, respectively. Figure 1 shows the device used to capture images while the cows walked voluntarily below the camera (Microsoft Kinect V2 ToF). This type of camera is raising interest in livestock application for its high quality and low cost (around US$100). The device was located at the exit of milk parlor, 2.8m above ground and aimed downward. We will initially use depth 512x424 images to train/validate the model. Depth images have proved to be more suitable than RGB images to depict cow’s body variability associated with changes in BCS [10].

During the acquisition of the cow images, an expert scorer evaluates in situ the BCS of cows to build a consistent labeled dataset. Cows were scored for the same expert in the three dairy farms to reduce subjectivity inconsistencies.

To date, the dataset built has around 1500 depth cows images. The number of necessary images to get good estimations results will depend on the CNN design and configuration (hyperparameters), and the difficulty of the learning problem, i.e. correctly distinguishing BCS values. However, a dataset of around 500 images per class (each possible BCS value), in combination with the use of data augmentation techniques, should be suitable.

The percentage of correct BCS model estimations within the range of human error (0.25 - 0.5, equals to one-two intervals/classes of distance) will be the principal validation measure, which is one the most frequently used approach in the literature. This will allow us to compare the obtained results against the other studies.

4.2 Development Tools

The BCS estimation software is being written in Python, and Keras (https://keras.io/) is being used to develop the image classifier model using CNN. Keras is a model-level library that provides high-level building blocks for developing deep learning models, and works on top of Theano or Tensorflow. These frameworks serve as “backend engines” of Keras.

Montevideo, September 27-29, 2017
Keras models can run on GPU, thus speeding up training and inference by a considerable factor (often 5x to 10x, when going from a modern CPU to a single modern GPU). A GPU can perform lots of simple numerical processing task at the same time (massively parallelized), such as the huge amount of matrix multiplications and other relevant operations associated to CNN. Keras uses cuDNN [6] for high-performance GPU acceleration. cuDNN (part of the NVIDIA Deep Learning SDK) is a GPU-accelerated library that provides highly tuned implementations for standard CNN routines such as forward and backward convolution, pooling, normalization, and layer activation.

5 Conclusion

Despite automatic methods to estimate BCS are available, new (undergoing) development opportunities have been identified to implement an automatic, accurate, real-time, and low cost BCS estimation system, allowing its application beyond dairy production. The cornerstone of this system are CNNs, an effective technique to classify images, which could improve BCS estimations accuracy in relation to previous works.
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1 Introduction

Currently there is an increasing need to obtain higher quality products at a lesser cost, thus increasing competitiveness. Developing automatic systems to enable the use of human resources more efficiently in terms of precision, repeatability or time consumed is a good alternative. Also, estimating crops yield helps producers improve the quality of their fruit and reduce operation costs. Managers can use estimation results to plan the optimal capacity for packaging and storage [8]. As an example, the cost of harvesting citrus fully by hand may range from 25% to 33% of the total cost of production [3]. The overall objective of this article is to introduce an automated computer vision system for the detection and counting of red apples in trees. The present work is part of the design of a more complex system for the automatic estimation of crops yield and harvesting. In order to detect pixels belonging to apples, three techniques are evaluated: Support Vector Machines (SVM), K-Nearest Neighbors (k-NN) and a very simple decision tree (DT). As an improvement to the outcome of pixel detection, morphology operations have been used. In order to detect the apples themselves, and given their shape, the Hough transform for circles has been used. Finally, a post processing of the circles found is made, to rule out false positives detections.

2 Proposed Solution

2.1 Construction of the database

A database with 266 high resolution images was created and made publicly available. The database is formed by images acquired using natural light, at “Las Brujas - INIA” experimental station located in Canelones, Uruguay. Each image has an associated binary image where it is indicated, in white, whether the pixel belongs to an apple, or in black, if not. In its turn, there is a file per image with the coordinates of each apple’s center. The data base is available for future works [1].

2.2 Classification of pixels in apple or background

To describe those pixels that belong to an apple and those that belong to the background we use three basic features: Hue, Saturation, and a simple Texture descriptor. We tested three different algorithms: a very simple decision tree, K-Nearest Neighbor and Support Vector Machine [2].

2.3 Counting of apples

After having classified the pixels of an input image as part of an apple or the background, we have a groups of pixels labeled as apples, not their quantity or location. The next step is then to identify the apples within those groups of pixels. In order to do that, we resort to techniques applied to a binary image
where the background is set as black and pixels that belong to an apple are set as white. The process we apply consists of the following three stages: (i) Pixels Mask Pre-processing, (ii) Detection of circles, and (iii) Circles Validation.

3 Results

The performance of different methods is evaluated according to the F-measure obtained due to the imbalance nature of this problem. The most accurate algorithm in terms of the F-measure was the K Nearest Neighbor method with approximately 64% of F-measure. Using the mask of pixels classified by decision tree method, morphological operations are applied to achieve the final goal of detecting the apples present in the test images. Part of the images of the data set were used to train and fit the parameters of the solution implemented, while other independent images (never used during the training step) are used for testing the proposed solution. As in the pixel classification step, the final performance of the proposed solution is analyzed in terms of the F-measure. It is important to point out that while the definition of F-measure, Recall and Precision is unique, the meaning of this quantities is different in this second step. In the pixel classification step, we define the TP (true positive) quantity as the number of pixels classified as part of an apple that truly belong to an apple, in the final step, TP is defined as the number of apples correctly detected, while FP is the number of apples detected that are not present in the image (false detections) and FN corresponds to the number of apples present in the image that were not detected by the method. Table 1 summarizes the final results obtained for the detection of apples. In this table, the Recall represents the percentage of apples present in the input image that are correctly detected, and the Precision indicates the percentage of detections given by the algorithm that actually correspond to an apple.

Is important to highlight some difficulties that arise when comparing different apple detection approaches. In first place, different solutions proposed in the literature make use of significantly different setups. For example: some works make uses of stereo pairs of cameras plus high precision positioning systems [11], tunnel like structures [4] to control illumination conditions, hyperspectral cameras [9], or thermal imaging devices [10]. Secondly, the conditions of crop yield also have a great impact on systems performance, for instance, special fruit thinning may significantly simplify the problem. Thirdly, the success measurements used also present significant variations, for example, in [11] the focus is on the overall apple count, hence false positive detections may be compensated with false negative detections (while the f-measure penalizes both).

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]</td>
<td>67.9%</td>
<td>100.0%</td>
<td>80.1%</td>
</tr>
<tr>
<td>[7]</td>
<td>72.8%</td>
<td>97.2%</td>
<td>83.3%</td>
</tr>
<tr>
<td>[5]</td>
<td>46.4%</td>
<td>100.0%</td>
<td>63.4%</td>
</tr>
<tr>
<td>ours</td>
<td>92.0%</td>
<td>90.3%</td>
<td>91.5%</td>
</tr>
</tbody>
</table>

Table 1: Recall, Precision and F-measure for different apple detection strategies.

4 Conclusions

This article presents a simple pipeline for the detection of apples in crops using pattern recognition and computer vision tools. The setup consists of a single RGB camera that captures under unconstrained natural illumination conditions in unthinned apple crops.

The detection of apples was made in two big stages. First the classification of pixels and then the detection of apples within the previously classified pixels. Three techniques were studied for the classification of pixels: decision tree, KNN and SVM. The best results were obtained with KNN algorithm, while the decision tree probes to be a very adequate alternative if computational cost or time are very
limited. The determinant features to make the classification were tonality, saturation and edge density. As an improvement of the recognition of pixels, morphological operations were used. Once the pixels had been classified, we proceeded to the detection of the apples by using the Hough transform for circles. Finally, the quantity of pixels within the circles found was analyzed to validate the circles detected and significantly reduce the number of false positive.

The main contributions of this work are: The use of robust machine learning techniques by facing the problem as a pattern recognition imbalanced problem. We present an updated review of the current state of the art and create a database with 266 high resolution images which was made publicly available.

There are some evident path in which this work can be pushed forward. For example: the output of multiple classifiers can be combined to improve the over all performance [6]. With the increase of the number of publicly available databases, the design of complex modern classifiers such as deep neural networks will be possible. And finally, instead of processing individual images, sequence of images (video data) can be analyzed ensemble exploiting the temporal correlation of the data.
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Abstract

We describe a methodology for barley recognition under different fertilization treatments by using machine learning and images collected from an unmanned aerial vehicle, showing the potential to integrate imagery processing tools with UAV technology for increasing accuracy and reducing timing, and cost in agriculture studies. The study focuses on prediction of fertilization treatment and barley variety, results are encouraging and motivate further research on this topic.

1 Introduction

Food security is one of the biggest concerns of the world. Today, 1 person in 9 is hungry. According with estimates of the Food and Agriculture Organization of the United Nations (FAO), by 2050, the world's population will reach 9.6 billion people, which is 35 percent higher than now. This growing population, in addition to the spread of prosperity across some crowded countries, especially in China and India who are demanding more quantity and quality foods, and the extensive use of biofuels, turns out that feeding the world be a great challenge. In this scenario, agriculture is playing a key role to increase food security index. The agriculture is important not only because provides food but also is the main source of raw materials to major industries. Studies to improve crop yields are therefore essential to meet the increasing pressure for global food demands.

Profitable barley production requires efficient nitrogen fertilization management. N fertilizer applications should be apply to the right time and to the right dosis, but N rates vary for type of seeds, soil and season (temperatures and rainfall) conditions.

The objective of this study is to develop method for barley recognition under different fertilization treatments on field, and thus, identify the best fertilization practices according to the type of barley, and fertilization doses. This research offers the opportunity to automate the collection, processing, and analysis for UAV imagery data through the use of machine learning, saving time, money, and in some cases increasing the accuracy of measurements. We target the recognition of fertilization treatment, and barley variety from aerial images. Our methodology is based on deep learning for feature extraction and standard classification techniques for recognition. We show encouraging results using this methodology that does not relies on any indicator or additional information (e.g., NDVI) for recognition: the deep network learns discriminative features directly from raw pixels.

2 Methodology

2.1 Experimental design

The experiment was conducted at the Agronomy Research Field on the Agronomy Campus of the Universidad Autonoma de Nuevo Leon, located in Marin, Mexico. The barley is the agri product studied. To create various crop growth scenarios, 6 barley (Hordeum vulgare) crops were grown (V1= Cuahutemoc, V2= Menonita, V3= Mezcalera V4= Marín, V5= Chichimeca, and V6= UANL-138), under 3 nitrogen fertilization treatments (0, 100, 200 kg N/ha). 72 rectangular plots were
established for harvesting, each one belongs to one type of barley and one level of nitrogen fertilization. The fieldwork consisted of soil preparation with tracking and furrowing operations, using a randomized block design, six furrows of 5 m long and 0.7 m between furrows.

2.2 Experimental platform

Hyperspectral as well as RGB imagery was obtained with a hexacopter with six brushless motors of 700 KVAs and 4 electronic speed controllers. The autopilot that has been used is the Pixhawk of 3D Robotics and in this autopilot has been connected to a DX7s 7-Ch DSMX Radio System of Spektrum and in the same autopilot has been connected a telemetry in order to know in real time all the movements and trajectories of the hexacopter. The hyperspectral sensor selected for this experiment was the Parrot Sequoia which possess five channels, 4 of them collect the following bands: Red, Green, Red-Edge and Near-Infra-Red with 660, 550, 735 and 790 nanometers of wavelengths, all of them with a resolution of 1.2 Mpx. Additionally a RBG channel of 16 Mpx, Figure 1.

![Integated Aerial Platform](image1.jpg) ![Sample Image](image2.jpg)

Figure 1. Left: Integrated Aerial Platform. Right: sample image for a particular block.

2.3 Deep-learning based feature extraction from images and classifiers

The image obtained from the flight realized on March 28 of 2017 was used to implement the method for barley recognition. Pre-trained deep convolutional networks (CNNs) were used as feature extractors by adopting a transfer learning methodology. CNNs are neural networks that incorporate convolutional and pooling layers in addition to activation functions. They have been successfully used in a number of applications and they rule the computer vision field nowadays. We used two widely used pre-trained architectures (VGG-19 and VGG) and used them for feature extraction. This process consisted on passing the cropped images taken from the UAV (each image covering a single field), then we used the response from the pre-last layer (RELU) of the CNNs. This resulted in a 4096 dimensional vector that is used as the representation for the corresponding image. Feature vectors are then feed into standard classifiers under the one-vs-one formulation. Figure 2 shows the activation of filters in the CNN when a crop image is feed to the network..

![Response of Convolutional Filters](image3.jpg)

Figure 2. Response for the image in Figure 1 of the first layer of convolutional filters of the CNN.
3 Results and conclusions

We evaluated the performance of the proposed methodology for predicting the variety of barley (6 categories) and the fertilization treatment (3 classes) using the data set of 72 fields-images. A leave one out formulation was adopted for evaluation: training in 71 images and testing in 1 sample, updating the test sample, repeating this process 72 times. We report average recognition performance for different classifiers in Table 1.

<table>
<thead>
<tr>
<th>Classifier / Problem</th>
<th>Variety</th>
<th>Fertilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear SVM</td>
<td>38.88 %</td>
<td>76.38 %</td>
</tr>
<tr>
<td>Neural network</td>
<td>37.50 %</td>
<td>80.55 %</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>20.83 %</td>
<td>40.27 %</td>
</tr>
<tr>
<td>KNN</td>
<td>26.38 %</td>
<td>61.11 %</td>
</tr>
<tr>
<td>Random baseline</td>
<td>16.67 %</td>
<td>33.33 %</td>
</tr>
</tbody>
</table>

Table 1. Recognition performance for different classifiers using the VGG-based features.

Results obtained with SVM and a neural network are promising for the recognition of variety and fertilization recognition from pixels, respectively. Results are encouraging as more sophisticated preprocessing (e.g., subsampling, image enhancement) feature extraction (e.g., fine tuning) and classification (e.g., ensemble learning) procedures may be used. Additionally, information from pixels can be combined with domain knowledge information (e.g., NDVI) for improving performance. The next step of this research is to address the barley yield prediction problem from pixels. We foresee this is a feasible and very promising field of research.
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Abstract

Feed producers offer a large catalog of products highly specialized for different species of animals in order to satisfy customers demand. In a very competitive market, the optimization of the composition of each diet becomes crucial for the economical success of the company. A central planning of the raw material purchases is the best way to take into consideration all the diets in addition to other particular requirements. In this work we present a multi-formulation model which reacts to variation in prices and we test the model in realistic benchmark instances.

1 Introduction

Given that animal feed represents the most significant cost in animal production, the dominant criteria to select the ingredients to produce a particular feed is based on cost. Feed producer companies offer different feed compounds with specific nutritional characteristics to address the needs of a particular animal, age and life stage in the best manner. Nutritionists and veterinaries adjust the requirements for each particular diet. However, there are many combinations of ingredients that can be used to produce a particular diet that fulfills the requirements.

Large feed producers need to purchase large amounts of raw material (such as wheat, barley, corn, ...) on a regular basis, so feed mills can operate smoothly. A multi-formulation model finds the optimal amount of raw material needed for a period to produce the required amount of feed that meets all the nutritional requirements. The multi-formulation model is the extension of the well-known diet problem to account for several diets. It also includes other constraints that link the final recipe for each formulation, such as limits on storage capacity. The main goal of this work is to assist purchase managers in the decisions of the tonnages of commodities to buy.

The strategies adopted to stock up raw materials may range from fix contracts with producers to buy in several type of markets [2]. To take advantage of the cost variations of the raw material in this work we present an extended multi-formulation model. Price for the raw materials is collected from several market places and exchanges (such as the Chicago Board of Trade and other local exchanges). As a first approach, the attributes of the ingredients are assumed to be known based on official tables.

2 Multi-formulation model

A diet consists in finding the combination of raw material that satisfies some nutritional considerations [1]. A cost-minimization solution is usually modeled as a Linear Programming model and it is commonly used by farmers and feed producers. For a single diet, the decision variables are the proportion of each ingredient used to produce a certain quantity of the diet. The set of constraints that limits the composition are:

- The minimum and maximum levels of specific nutrients that the diet needs to satisfy. Examples are a minimum percent of net energy, fiber or protein.
- The maximum content of each possible ingredient.
- Limits on the proportion of ingredients used in the formula. This requirement is imposed to assure that animals will accept the changes that may incorporate the new formulation.
• Other operational constraints related to the minimum amount of raw material to be bought (if used), or storage capacity limits.

Large feed producer companies usually offer feed to different type of animals (such as pigs, ruminants or poultry) and within each type of animal the nutritional needs change with the age and reproductive stage. Overall a feed company may end up producing several dozens of diets. The joint solution of the multi-formulation model results in a large optimization problem.

Moreover, many companies are structured as supply chains. For instance, the pig supply chain (PSC) includes organizations in charge of procurement, production, slaughtering, processing, distribution and marketing of pig meat, derived and by-products to the final consumers [4]. Different PSC agents work together in a coordinated way for the realization of dependent processes leading to pig production and marketing. Feed mill companies are a key agent of this chain structure. While open production and contracting by farmers characterized pig market in the past, nowadays, within a PSC context, this is almost nonexistent. Vertical integration and coordination around feed mills is usually developed by cooperatives and private companies, also called integrators [3]. In these sense, the production planning of a feed mill is crucial for the regular operation of the whole system.

In this work we propose a model to design a strategy to buy the most used raw materials for a future planning period such as the following month. The costs are influenced by the prices of the future prices, logistic costs (supply and demand operates globally) and fluctuations on the exchange rate. All these characteristics are considered in the enriched multi-formulation model. The model is tested in realistic benchmark instances.
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Abstract

Numerous variables are involved in the sugar supply chain from the fields to the mill: corresponding to the processes of cutting, loading and transporting the cane. This paper proposes a two stage stochastic version of a mixed linear programming model published by the same authors. Uncertainty in weather and harvesting conditions is represented through different scenarios. This model allows to minimize the cost of the transportation, and elaborates a daily schedule of resources allocation like cutting and transportation of sugar cane under Cuban conditions.

1 Introduction

The management of the sugar cane supply chain, and in particular the sugar cane harvest, is a complex logistical operation that involves the cutting and loading of cane at the fields, the transportation by truck or train to the sugar mills, and the unloading of the cane to be processed in the mill [2, 5, 6].

The Cuban sugar industry is characterized by sugar mills able to take supplies of cane from surroundings farms. Sugar cane must be cut when it is ripe, if not sugar cane quality deteriorates. Depending on the quota and available resources in a particular day, the scheduling is proposed by sugar mill managers based on their own expertise. Taking into account daily changes in the amount of cane in the fields, the cane ripeness, the unforeseen failures in machinery, and the performance of harvesters, managers must adapt their schedules daily [3].

As sugar cane is harvested it is transported to the sugar mill. Generally, sugar cane can be conveyed in two different ways: by "direct transportation" with automotive transportation equipment and by the "combined transportation" (Figure 1). The combined transportation uses road transportation means to transport the cane to the collection centers, where the cane is cleaned out of straw, then it is placed in the containers of the railroad, to be carried to the yard of the sugar mill where it waits until it is processed.

Fig.1. Supply chain of sugar cane to the Sugar Mill in Cuba.

The transportation system has to maintain a constant flow of ripe cane to the mill [1]. The rail system operates 24 hours a day, whereas the harvest period may comprise only a part of the day [4]. Therefore, when at night road transport stops working at night, the rail system assumes all the supply. In this way, the rail system acts as a storage room for cut cane, allowing the creation of a reserve that satisfies the
demand of the sugar mill, while road transportation is covering other routes at the same time or when it has stopped at night. Unless a mill failure or break down occurs, railway transportation allows the sugar mill to work 24 hours a day without interruption; however, every 10 days the sugar mill is stopped for technical maintenance.

2 Stochastic approach to the problem

The deterministic model was formulated by [2] as a mixed-integer linear programming model. This paper proposes a stochastic extension of this model. The main risk affecting sugar cane harvesting and subsequent production is the rain. Rain make sugar cane wet and heavier and cutting and transportation to the mill slower. For simplicity, three possible scenarios are considered: no rain ($S_1$ is the probability for no rain), little rain ($S_2$ is the probability for little rain) and moderate rain ($S_3$ is the probability for moderate rain).

The model is formulated for a working day. Here, the decision variables are represented by $X_{i,j,k,l,s}$, the subscripts $i$, $j$, $k$ and $l$ have the same means as in the deterministic problem. A new subscript is added: the $s$ subscript ($s = \{1, 2, 3\}$). It represents the possible scenarios: $s = 1$ for no rain scenario, $s = 2$ for little rain scenario and $s = 3$ for moderate rain scenario.

The decision variables have a combinatorial nature, and not every combination is possible; to define those that will be feasible in the model formulation, some rules are necessary:

- The variables determining routes (both for road and rail transportation) where an origin is also the destination are not considered;
- In case the origin is a storage facility ($i = 1$ to $A$), the only destination admitted is the sugar mill ($j = 1$). The storage facilities will not transfer cane between them, and only unloading it in the swing bolster is allowed;
- The sugar cane fields as origins will admit any destination ($j = 1$ to $j = A + 1$);
- The variables presuming the railway transportation ($k = 1$) will only be defined for the combination with the sugar mill ($j = 1$), the subscripts $l = 1$ and $s = 4$.

2.1 Constraints

Main constraints refer to constraints always present in the different formulations of the problem. The core of the problem can be solved for one working day, and ignoring the schedule hour by hour. These are constraints including only continuous variables. The constraints of the mathematical model are classified in the following groups:

- Supply of cane to the sugar mill for a working day;
- Capacity of the collection centers;
- Conservation of flow-through storage facilities;
- Capacity of transportation by road transportation means;
- Production of the sugar cane fields;
- Cutting capacity of different teams.

2.2 Objective function in the stochastic approach

The objective is the minimization of daily transportation cost. The economic coefficients ($C_{i,j,k,l,s}$) of the objective function establish the transportation cost of sugar cane, related to the distances and the transportation means used in each case and the possible scenarios.

Quality aspects are considered by means of an opportunity coefficient ($0 < C_{i,s} \leq 1$) determined empirically by the decision-maker, and by establishing minimum quantities of cane processed just in time to preserve cane freshness. It represents the preference to cut a sugar cane field $i$. By default, it is assumed that all fields susceptible of harvest have a similar maturation level and $C_{i,1} = 1$.

$$
\text{Min} \quad C = \sum_{i=1}^{A} C_{i,1,1,4} \cdot X_{i,1,1,4} + \sum_{i=A+1}^{A+B} \sum_{j=1}^{A} \sum_{k=1}^{K} \sum_{l=1}^{L} (S_1 \cdot (C_{i,j,k,l,s} \cdot C_{i,1,1,3} \cdot X_{i,j,k,l,1}) + S_2 \cdot (C_{i,j,k,l,2} \cdot C_{i,1,1,3} \cdot X_{i,j,k,l,2}) + S_3 \cdot (C_{i,j,k,l,3} \cdot C_{i,1,1,3} \cdot X_{i,j,k,l,3})
$$
+ S3 · (C_{i,j,k,l,s} · Co_{i} · X_{i,j,k,l,s}))  

(12)

### 2.3 Total constraints and variables

#### 2.3.1 Constraints

Daily mill supply: 2  
Capacity of storage facilities: A  
Cane coming in and leaving collection centers: A  
Transportation means: (K - 1)  
Production of the sugar cane fields: B  
Constraints of cutting means: (L + C) · B  
Total: 2 · A + K + B · (1 + L + C)) + 1

#### 2.3.2 Variables

Continuous variables delivering cane to the mill:

- $X_{i,1,1,1,4}$: $A$  
- $X_{i,k,k,l,s}$: $B · (K - 1) · (L + C) · 3$

Continuous variables delivering cane to the collection centers:

- $X_{i,k,k,l,s}$: $B · A · (K - 1) · (L + C) · (s - 1)$

Total: $3 · (K - 1) · (L + C) · (B · (1 + A)) + A$

### 3 Conclusions

The proposed model integrates rail and road transportation systems emphasizing the reduction of transportation cost under uncertain weather affecting sugar supply chain operation. At the same time, it controls sugar cane freshness through the constraints of minimum supply to the sugar mill with direct transportation.

Uncertainties during the harvesting seasons have to be considered to prevent undesired events impacting on sugar production. Hence, scenarios are built considering the probability of rain since it is one of the main factors affecting negatively sugar production. The weight of the sugar cane increases by the augmentation of water content and furthermore, the speed of transportation decreases if rain occurs.

Current technology permits to solve huge linear programming models, but managers find them difficult to handle. Because of this reason, it is helpful to elaborate stochastic extensions of deterministic models to value the risk of ignoring uncertainties inherent to harvesting.
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Abstract

This paper presents a planning production tool based on a stochastic programming model for helping pig managers to take decisions in a three-site pig production process. The model is intended for practical use and based on a real instance. The main sources of uncertainty considered by the model are related to fertility and litter size rates. Practical results include sow replacement & purchases, transfers of animals between farms, batch management, occupancy rate of facilities, and the management of pig deliveries to the abattoir. Because of its mixed-integer nature we highlight the complexity of the model in terms of computational effort.

1 Introduction

The structure of the pork sector is experiencing changes in the last years [2]. The traditional pig production based on small family farrowing-to-finish farms, where single farmers are in charge of the entire pig production process, is being transformed to a bigger, more controlled and industrialized environment where farmers are part of integrators and/or cooperatives and covering only a part of the production process [7]. At the same time, integrators and cooperatives tend to integrate and coordinate their operations into pork supply chains involving many farms which present competitive advantages and benefits since it helps to reduce the risk and uncertainty and creates value [4]. Hence, activities like planning piglet production, the control of animal’s stock over time and the scheduling of transfers among farms deserve attention of chain managers who allocate time and resources to solve those questions properly.

In this context, a modern pig production system evolved from old farrowing-to-finish farms is represented by a three-site multi-farm system with three phases. The first phase focuses on producing the piglets, the second phase focuses on rearing the piglets and the third and last phase focuses on fattening the pigs and delivering them to the abattoir. For each of these phases, a set of specialized farms located separately (i.e. sow farms, rearing farms and fattening farms respectively) are involved. Each one has their own characteristics, facilities and location. Therefore, transportation between phases is mandatory.

[6] stated that sow farms involve the most important and complex activity in the production process due the required control and efficiency of sows determining piglets’ production. In this phase, three different facilities are considered: breeding, gestation and lactation. In the breeding facility, sows are inseminated and controlled to confirm pregnancy. If confirmed, sows are transferred to the pregnancy facility. Otherwise, sows remain for re-insemination. Finally, lactation facility is where piglets born and live till weaning. At any time, sows which are not considered productive are sent to the abattoir and replaced by new ones.

Contributions for helping to the decision-making process in the entire pig production systems involving different farms are not extensive [7]. For instance, [5] proposed a first mixed-integer linear programming model to optimize the entire production process following a three-site structure. [1] de-
developed a tool based for helping the decision-making of the chain managers reformulating [5] by including the transportation constraints. Thus, the aim of this work is to extend the functionality of [1] by adding new capabilities considered essential for this industry and uncertainty in the fertility and litter size rates.

2 Characteristics of the model

In our work, the model maximizes the total revenue calculated from the income of sales to the abattoir minus the production costs over the time horizon considered. Production cost depends on purchases, feeding system, veterinary and medical care, labor and transportation. We use the structure and data of a real integrator based in Catalonia (Spain) which farms are grouped by 9 sow farms, 22 rearing farms and 131 fattening farms and one abattoir. Each farm has its initial inventory. Transportation between farms is necessary which is performed by trucks. The integrator subcontracts this activity to a specialized company sending in a weekly basis the schedule of the trips to be done. Trucks’ capacities of animals vary depending on each stage of the productive process. Transportation cost is set by Euro/Kilometer.

In sow farms, the sows are inseminated and controlled for 3 weeks. In case of confirmation, the sows are transferred to the pregnancy facility, after 9 farrowing stages are not expected to be inseminated anymore. Otherwise the sows remain for re-insemination which in case of no confirmation after three attempts, the sows are sold to the abattoir. In both cases, sows sold to the abattoir are replaced by new ones via purchasing. Purchases cost are taken into consideration to the standard cost marketplace. Abortion, fertility and litter size rates are parameters given by the integration according historical data. Once the piglets are weaned, they are transferred to the rearing farms to be fed for 6 weeks to ensure their correct development. Finally, in the third phase, piglets are transferred to the fattening farms for a maximum of 18 weeks (stages) at a weekly cost per pig. Fattening farms can be filled in a continuous flow or using the AIAO (batch) management, considered as an industry best-practices for large facilities helping to curb the spread of illness and diseases [3]. The aim of this phase is to sell pigs to the abattoir once they have reached a marketable weight. This means, it is allowed to transport pigs to the abattoir which weight is more than 100 kilograms although they haven’t reached the optimal weight. This is from week 15 to 18.

The abattoir represents the pig demand. However, in our case study, the abattoir has enough capacity to slaughter all pigs produced. Sales price is defined by penalties or bonus applied depending on lean content and carcass weight according SEUROP.

The productive process requires decisions in the first week of the time horizon that are constrained by the uncertainty in some of the parameters of the model. Those decisions, called in a stochastic model as first-stage decisions are related to the number of sows replaced & purchases, and the transfers of piglets to be done through the entire production process according the farms’ stock and location. Uncertainty is present in the sow fertility and litter size rates that might vary depending of environmental factors, animal welfare, diseases and season. Therefore, those have a direct impact in the overall production [8].

3 Results and conclusion

The tool is able to provide a vision to the chain managers of the flow of the animals during the time horizon specified and a weekly transportation schedule in all the phases of the production process. Also it determines the optimal farms’ performance based mainly on the capacity and location. Simulations by adding, removing and changing farms to study the production process helps managers to take decisions in the acquisition of new farms.

In the sow farms, the tool presents a schedule of sow’s replacement, the purchase needs over the
time horizon and the pigs’ production. In the fattening farms, the tool provide to the chain managers a batch management schedule for all the time horizon and the deliveries of pig to the abattoir based on the marketable time window.

All this information including economic indicators (like costs, income and benefit) are also present in a multidimensional data structure based on stages of the model, scenarios, weeks, stage and farms level for allowing managers to have both, a specific and aggregate control of the production process.

In terms of performance, despite of the good results obtained on small instances, like the one presented in this paper, the model fails in terms of execution time when the number of farms of the production processes increases due its integer formulation. At this time manager can solve the model for taking decisions but creates difficulties because of the time spent for executing the model. Heuristics, in order to improve the model performance without affecting the quality are not in the scope of this work but will be considered in the future.

Finally, and as a future work, the presented model can be used as a baseline to adding functionality (new one or already done form other authors) and therefore to extend the pig production process and its supply chain.
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Abstract

Modern agricultural processes are increasingly looking at the use of chemicals, so the constant search for organic alternatives to fertilization becomes frequent. The use of data mining using association rule networks (ARN) can aid in the analysis of the parameters involved in choosing which plant to use as green manure. In this work, an analysis of the parameters of green manures used in the Brazilian Northeast is presented, demonstrating the applicability of the computational technique as well as its use to gain in productivity.

1 Introduction

Inadequate processes of occupation of arable areas and the need for rapid food production, coupled with economic interests in the pursuit of profitability in the agricultural sector, have contributed to the worsening of environmental degradation causing severe changes in the physical, chemical and biological attributes of the soil causing a drop in the productive potential [3].

It is possible to practice organic agriculture only to substitute inputs used in conventional agriculture, however, in ecologically based agriculture the sustainable production is possible, in which the aim is to intensify the free natural functions of the ecosystem [2].

With the problem of ecological production versus productivity, one must understand the importance of using plant species, known as green fertilizers, capable of attributing improvements to the production environment, since chemical inputs are not allowed in ecologically based agriculture [8].

Leguminosae are extremely important as green manure, but the greatest difficulty encountered for the use of these species is related to the time of decomposition of this type of plant, which directly affects the productivity of the crop. The choice of the plant type is related to the desired degradation time [6].

This work proposes the use of extraction of patterns for the discovery of parameters directly related to the half-life rate of legumes used as green manure in the Brazilian Northeast.

Data mining techniques, in particular, mining association rules may contribute to the study of parameters related to agroecological production [5]. The discovery of association rules is a data mining technique that seeks to identify certain patterns of data in large databases, allowing, after their interpretation, to acquire specific knowledge about the problem under analysis [7].

An association rule characterizes how much the presence of a set of elements in the records of a database implies in the presence of some other distinct set of elements in the same records [1]. The format of an association rule can be represented as an implication LHS ⇒ RHS, where LHS and RHS are, respectively, the Left Hand Side and Right Hand Side of the rule, defined to disjoint sets of items.

For each rule (LHS ⇒ RHS), extracted from a set of transactions $T$, a support value ($sup$) is given that checks the strength of the association LHS and RHS in relation to the total items. The confidence values ($conf$) measures the strength of the logical implication of the rule.
1.1 Association Rules Network (ARN)

Proposed by [9], the central idea of ARNs is that the association rules discovered by the mining algorithm can be synthesized, pruned, and integrated in the context of specific research objectives. In particular, if there is a variable of interest (“target” or “objective”), a network can be formed with the most relevant variables related to the objective and, afterwards, to elaborate a structure that can be tested using statistical methods, i.e., to couple a data mining task with statistical analysis.

As described by [4], ARNs use as a representation a *B-graph* (backward-directed hypergraph), which after the pruning processes, can transform the ARN according to the objective.

2 Decomposition of Green Manure and ARN

The work was conducted during the second semester of 2015, at Embrapa Meio-Norte/UEP Parnaíba, (0305°S, 4146°W and 46.8m altitude).

Seven types of legumes were planted: *Crotalária breviflora*, *Crotalária juncea*, *Crotalária mucronata*, *Canavalia ensiformis L.*, *Cajanus cajan* Fava Larga, *Cajanus cajan* IAPAR 43 e *Tephrosia candida*.

At 120 days, plant height (AP) parameters were determined; Fresh shoot mass (MFPA); Dry shoot mass (MSPA); Fresh root mass (MFR) and Dry root mass (MSR). Germination (G), flowering (F) and pod formation (PV), as well as the collector diameter (DC) and number of branches per plant (NR) were also evaluated.

The residual decomposition constant (*k*) was calculated for each species, following the simple exponential model used by [10], as well as the half-life for the decomposition evaluation, expressing the time period, in days, required for half of the material to decompose.

After the calculations, all parameters were categorized from 1-6 (one to six) according to the values obtained in the experiments, and then the mining of the association rules was performed with values of $\text{minsup} = 0.3$ and $\text{minconf} = 0.5$, since these measures were the ones that presented a better number of rules. With the generated rules, the construction of the respective ARN was made.

3 Results and Discussion

The Association Rule Network target was the “HalfLife=6.0” (Figure 1), which indicates a longer half-life, resulting in a longer decomposition time of the green manure.

![Figure 1: Association Rule Network clipping with target “HalfLife = 6.0”](image_url)

By verifying the nodes with level 1 (one), i.e. directly connected to the target, one perceives 7 (seven) proper conditions for a greater time of decomposition. First stands out nodes without predecessors, “[G]=1.0” and “[FV]=1.0”. It can be inferred that plants with a germination time and a formation of pods in a shorter period tend to decompose more slowly and thus are important characteristics for the evaluation of new compounds.

The fresh root parameter (MFR) presents the “[MFR]=2.0” node, indicating a low rate for this index in plants with longer half-life. In relation to the “[MSR]=6.0” node, it is also inferred its connection...
with high values for all other mass items (MFR, MSR and MSPA), which corroborates to the search for species that promote a high index of mass in their root and air compositions.

The nodes “[MSPA]=2.0” and “[F]=1.0” undergo lower half-life influences, “[HalLife]=3.0” and “[HalLife]=1.0”, respectively, leading to the need for further study. A decomposition rate in category 4.0 (four) was also observed for the plant height parameter (AP).

4 Conclusion

With the mining through the use of ARN, it was possible to generate the discovery of a knowledge directly linked to studies of green fertilizers, as well as positively influence the choice of the plant according to the crop, and therefore boosting productivity.

For future work, Mining will be performed with other types of plants that can be used as green manure, and compare it with the productivity of the crop in which each species is commonly handled.
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ABSTRACT

When dealing with data provided by sensors we must deal with Big Data. That is the case in many environment applications. It is often needed to estimate the Average Derivative and the problem is concerned with non parametric regression fitting and the reliability of it is based on the point-wise consistency of an estimator of a probability density function. Our contribution is concerned with modeling the optimization of the estimation of a derivative using suitable models and softwares. We develop a study of the data provided by satellite information to determine the level of eutrophication of a basin
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1. Introduction

The challenge of using Big Data is posed by the fact that we must deal with data where scale, diversity, and complexity impose using new architecture, techniques, algorithms, and fresh looks to analytics. Nowadays Big data is of common use in business it is arriving constantly and from multiple sources. Extracting the regularities present in big data needs of using efficient computational means to obtain insights in the patterns, trends, and associations. A look to agriculture evidence the need to improve the available tools for a better handling with the particularities of the different data types, the finding of entities of interest and to develop analyses using existing models. The analysis of the quality of fresh water is very important for the management of water use. For agriculture that is one of the key aspects for managing. An important problem is to evaluate the eutrophication of the water sources as it allows evaluating the quality, nutrition status and organic pollution extent of the water. The common monitoring of Chl-a is to collect samples in the sites. Sampling field water is very costly, affected by measurement errors and time-consuming. Using remote sensing data is possibility for obtaining information on variables that may be used for predicting Chl-a. The reliability of the data is increased, the costs diminished but the information collected from remote sensing, as that provided by satellites, poses a Big data problem to analysts. Analysts want to obtain a classification of the sources. This problem may be modeled using derivatives for predicting Chl-a. The main objective of this paper is analyzing the data studied by Allende et al. (2016) and evaluate how different clustering methods behaves in clustering and which models are better for fitting estimations of the derivatives

The data were divided. A training sample was used for fixing the models and clusters and a validation sample was use for evaluating the different alternatives. The true values of Chl-a were known a them allowed to classify the records into one of the following categories:
A= “is a source of potable water”
B=“is a source usable only for agriculture and similar proposes”
C=“is source of highly contaminated water”

The clustering procedures were based on the classic statistical idea of classifying using the minimum distance of the variables to the mean vector of the class. The regression fitting used the kernel of Epanechnikov.

2. The Clustering

Classification into clusters is a well-known multivariate technique. We may consider that classifying is the process of learning from the data. From it we may derive how appropriate is a model for describing the behavior of the phenomena in predetermined classes of data, see Brooks (2010). Once the model is built, it can be used to classify new data. Hence, a goal of Classification is sorting observations into two or more pre-labeled classes. When dealing with Big Data is important deriving a rule to optimally assign a large number of
new objects to the classes. Then each item is identified by its membership. Once the clusters are determined we may find a center for each group of data sets. They are points whose parameter values are the mean of the parameter values of all the points in the clusters. The algorithms output allow obtaining a statistical description of the cluster: centroids and the number of components in each cluster. Algorithms are used to classify new data using the distance between the corresponding point and the clusters centroids. Each record contains a set of attributes and the collection of records in the training sample is used to model how to assign the belonging of the record \( k \) to a certain class \( c_j \), \( j = 1, \ldots, J \). The model must be able to assign unseen records to a class accurately. The test set is used to validate the accuracy of the classification. The model performs well if the classifying of new objects is correct with a high frequency.

We decide \( i \in C_j \) if \( x_i \) is close to a certain predetermined point \( x_j \) of the cluster \( C_j \). The closeness is measured by a certain distance or similarity measure. In our case we deal with continuous variables then we consider a distance measure.

Take \( m \) as the size of the validation sample and \( m_{ij} = \begin{cases} 1 & \text{if } i \text{ is uncorrectly classified in } C_j \\ 0, & \text{otherwise} \end{cases} \). Then we may estimate the probability of misclassification by: \( f = \sum_{j=1}^{J} f_j \). The smaller is \( f \) the better is the clustering.

**Distances used for clustering**

We used the following distances

- Euclidian: \( D_{E,i,j} = \sqrt{\sum_{k=1}^{p} (x_{ki} - x_{kj})^2} \);
- City-Block: \( D_{CB,i,j} = \sum_{k=1}^{p} |x_{ki} - x_{kj}| \);
- Mahalanobis: \( D_{M,i,j} = \frac{\sum_{k=1}^{p} (x_{ki} - x_{kj})^2}{s_k^2} \), \( s_k \) is the standard deviation; Marczewski – Esteinhaus: \( D_{MS,i,j} = \frac{\sum_{k=1}^{p} |x_{ij} - x_{ik}|}{\sum_{j=1}^{p} MAX \{x_{ij} - x_{ik}\}} \); Genetic: \( D_{IG,i,j} = \frac{\sum_{j=1}^{p} x_{ij} k_{ik}}{\sum_{j=1}^{p} x_{ij}^2 x_{ik}^2} \).

**3. The study of a basin**

The study of the quality of the water in basins is of importance in agriculture studies. A key quality factor is how high is the concentration of chlorophyll. It is considered as the most important parameter because it may be used for evaluating not only the water quality but the nutrition status and the extent of organic pollution extent. The satellites report to the biologist the hyper spectral reflectance which provides information on the water components as chlorophyll-a. Considering the volume of the data is avoiding the use of spectroscopic analysis and use of the derivative methods. The first-order derivative is able to remove pure water effects and the second-order derivative can remove suspended sediment effects. Using the first-order derivative spectrum performs better than the traditional band ratio mode, results support accepting that the first-order derivative spectrum is also better than the single-band and band ratio model. These results suggest that the volume of the data coming for remote sensors may be diminished considerably and use only the reflectance at the wavelengths \( \lambda_1, \lambda_2, \lambda_3 \) and \( \lambda_4 \). In the sequel we will denote them as \( \tilde{X}_1, \tilde{X}_2, \tilde{X}_3 \) and \( \tilde{X}_4 \).

We pose that the relation among the variables may be described as: Chlorophyll concentration at measurement \( t \) = \( CC_t = c + m_t \tilde{X}_t + \epsilon_t = c + \sum_{b=1}^{4} \epsilon_b (X_b) \). Take the Kernel based non parametric regression function

\[
m_H(\tilde{X}) = \begin{cases} \sum_{t=1}^{T} CC_t K_H \left( \frac{\tilde{X}_t - \tilde{X}}{h} \right), & K_H \left( \frac{\tilde{X}_t - \tilde{X}}{h} \right) \neq 0 \\ 0 & \text{otherwise} \end{cases}
\]

Bouza et al. (2016) recommended for fitting the model using the kernel \( K_F(u) = \frac{3}{4}(1-u^2)I(|u|) \leq 1 \), Epanechnikov. Bouza et al. (2016) followed the experimental design used by Cheng et al. (2013) and generated randomly the \( X_b \)’s using of 12 035 measurements obtained from an environmental satellite used for
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They used the model tuning method of Zimba and Gitelson [2006] and the four-band model was developed based on the proposal of Le et al. [2009]. The main result was determining that the kernel of Epanechnikov had the best performance. A training sample of 6 000 records was selected randomly from the population. The data were classified in $C_1$, $C_2$ or $C_3$ using the real values of $CC_0r$. We use both Epanechnikov’s kernel and Yang et al.’s method for predicting $CC_0a$ in the validation sample.

The training sample was classified using the following classification rule

$$C_1 = \{t|CC_0a < 40 \text{mg.m}^3\}, C_2 = \{t|40 \text{mg.m}^3 \leq CC_0a < 67.5 \text{mg.m}^3\}, C_3 = \{t|CC_0a \geq 67.5 \text{mg.m}^3\}$$

The validation sample was classified with respect to the mean vectors of the classes using the rule

$$y_{ic} = \begin{cases} 1 & \text{if } D_M(i,C_1) < 4.50 \\ 2 & \text{if } 4.50 \leq D_M(i,C_1) < 15.50 \\ 3 & \text{if } D_M(i,C_1) \geq 15.50 \end{cases}$$

We computed the proportion of wrong classification provided by each minimal set

$$f(M(t,j)) = \frac{\text{number of missclassifications of records using } Mt \text{ in the class } j}{\text{number of record in the sample}}, t = 1, \ldots, 4, j = 1,2,3$$

The estimation of the probabilities of misclassification are given in table 2 for the different distances.

<table>
<thead>
<tr>
<th>Classes</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>Total misclassification probability</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distance to the mean</strong></td>
<td>f_1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euclidean</td>
<td>0.119</td>
<td>0.136</td>
<td><strong>0.043</strong></td>
<td>0.259</td>
</tr>
<tr>
<td>City block</td>
<td>0.472</td>
<td>0.352</td>
<td><strong>0.027</strong></td>
<td>0.220</td>
</tr>
<tr>
<td>Mahalanobis</td>
<td>0.555</td>
<td>0.262</td>
<td><strong>0.061</strong></td>
<td>0.144</td>
</tr>
<tr>
<td>Marczewski – Esteinhaus</td>
<td>0.583</td>
<td>0.363</td>
<td><strong>0.035</strong></td>
<td>0.473</td>
</tr>
<tr>
<td>Genetic</td>
<td><strong>0.107</strong></td>
<td>0.131</td>
<td>0.132</td>
<td><strong>0.120</strong></td>
</tr>
</tbody>
</table>

4. Conclusions

The best overall classification method is using the “Marczewski – Esteinhaus Distance” as well as for the usable for agriculture; for the highly contaminated water the best method is the Euclidean; while the behavior of Genetic provides the smaller misclassification probability when classifying the potable water for agricultural use.
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Abstract

This paper describes an SCADA system (Supervisory Control And Data Acquisition), which was developed to support sensor monitoring in Agriculture applications. This system is based on electronic devices that use MODBUS and Zigbee protocols. Also, our system has a Server that contains the Pentaho suite, which allows to support all the steps required for Decision support. This work describes the technology platform that we have built and some proofs that we have performed until now. The system that we build is an important platform to develop other projects for DSS in Agriculture.

1 Introduction

In recent years, new technologies to build Sensor Networks have arised. One of them is the Zigbee technology, that is based on IEEE 802.15.4 protocol. Zigbee plays an important role today in the world of Wireless Sensor Networks (WSNs). Wireless Sensor Networks are composed by a great number of nodes that have wireless data communication modules and sensor modules. By means of this combination, variables as temperature, humidity, CO2 percentage, etc., can be measured and transmitted over the air until Data processing points, which could be Servers that show graphics, statistics, alarms, etc. On the other hand, other technologies that until now have been used in Industrial Data Networks, such as MODBUS networks, now can be used in Agriculture. This technology can be mixed with WSN based on Zigbee to bring support to Agriculture applications that need to obtain measures of variables which are important for several Crops, and thus, they bring information to DSS systems in Agriculture production.

The use of the tools named before for agriculture is in an early stage in the world and their use is not common yet among farmers. With the aim of reduce the digital divide that exists in Latin American agriculture fields, we have developed an infrastructure composed by Controllers and nodes based on communications technologies such as Zigbee, MODBUS and GPRS (the data service for Cellular mobile Networks). Employing such a sensor network, we can sense several variables in crops and then transmit their measures by means of wireless communication methods until a central point that has interconnection with internet, and thus, it is connected to a Data Processing server that is based on data processing technologies that allows to perform data mining and Big Data processing.

In our system [2], we used as software platform a free version of Pentaho Suite [3], developed by Hitachi Corporation. In this early stage of the project, we can take the data and make graphics of variables versus time. Then, we use an analogy of the Supervisory, Control and Data Acquisition systems (SCADA) used in Industrial Data Networks to give a name for our system (we named Agro-SCADA), because our system is being used in Agriculture environments. In a second part of our project, we will use data mining to discover relationships and to make projections for typical Colombian crops such as Tomatoes.
2 Developed infrastructure Description

Agro-SCADA system (Figure 1) is an infrastructure that take measures from crops and transmit those measures to a Data Server that shows graphics for several variables versus time. To do this, it is composed by MODBUS Controllers developed by advanticsys [1], which are allocated in crop fields and they take measures from sensors. At the same time, controllers are connected to Zigbee Wireless Bridges that transport data over the air until a central point, which is a data collector that send that information over a mobile data link (with GPRS technology) to a Pentaho BI Server allocated in any site in Internet.

3 Results

We have developed several tests and we have obtained good results. First, it is possible to configure all the sensors connected to de MODBUS controller in an easy way by means of a graphical interface as can be seen on Figure 2.

Also, we use wireless sensors that measure CO2, relative humidity and Temperature and send those data by means of Zigbee technology until the Farm Data Collector directly or by means of the Wireless Zigbee Bridge.

Besides, we built several topologies for our sensor networks. This is important because we can adapt our system to different situations in several crops. One key feature of our system is that it uses GPRS
technology to connect to Internet. With this issue, it is possible to connect our system to internet from any place that have cellular phone communications. Thus, it is no necessary to have fixed internet service, which could be a problem in certain zones in the country where cellular communications with GPRS technology are common.

Data are registered in Data Collector Node in hexa code. Such Data are transmitted to the server in a text file form, and then, that file can be showed in Pentaho BI Server as can be observed in Figure 3, where a graph for selected variable is displayed.
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Abstract

In this paper we present a model-based tree canopy counting method developed for precision forestry applications. The proposed approach is at the core of an in-production service that provides accurate estimates of forestry assets, through the use of unmanned aerial vehicles and a novel combination of image processing techniques. About 10 million trees have been surveyed nationwide, responding to the demand of several major actors in the Uruguayan forestry industry. This massive amount of data opens a new door to investigate the application of machine learning and big data techniques that will certainly improve the overall accuracy and efficiency of the service.

1 Introduction

Exports of forest products (wood, cellulose and paper) currently represent 17% of the total exports of goods from Uruguay [3]. In this context, forest inventory turns out to be of major importance. Over the years several studies have been carried out with the objective of performing individual tree crown analysis and detection over forested areas [1, 2]. To this end different remote sensing techniques have been used, such as satellite imagery [4], airborne LIDAR [7] and aerial photogrammetry [6]. Additionally, drone usage is growing rapidly in precision agriculture and forestry applications [5].

In early 2016 we started to deliver a tree canopy counting service to several major actors in the Uruguayan forestry industry by means of unmanned aerial vehicles (UAVs) technology. Through the use of high resolution aerial imagery acquired by UAVs and the application of specifically designed image processing algorithms, we performed detection, counting and subsequent analysis of the distribution of live and dead, large and small, healthy and diseased trees in forested regions. The remainder of this paper is devoted to present the steps involved in the proposed approach, and to discuss its results and future research directions.

2 Tree Canopy Counting Process

The tree canopy counting process involves the following stages: (1) Image acquisition; (2) Preprocessing, Maps generation: Orthomosaic, Reflectance, NDVI, 3D Models; (3) Automatic tree canopy detection; (4) Quality control and manual correction; (5) Output generation: trees geo-localization and value added products (e.g. tree density maps).

Figure 1: Pictures of 3 to 6 months old Eucalyptus forested regions
The first stage is performed by using a NIR (Near Infra Red) and an RGB camera mounted on a precision agriculture UAV, the Ebee Ag drone produced by SenseFly (Online, https://www.sensefly.com/home.html). Among other advantages, this setup allows us to capture high-resolution aerial photos with a ground resolution of 3 to 4 cm/pixel. The main feature of the service consists in sensing 3 to 6 months old Eucalyptus trees (in between 30 and 50 cm diameter). Accurate detections can only be reached with high-resolution, good quality images. Otherwise, even for human observers the visual recognition of each tree in the forest could be a difficult task. Furthermore, depending on the season and soil conditions, it is quite common to encounter regions where the trees show less contrast with the ground or even significant differences in size. Figure 1 illustrates this point. Nonetheless, it is worth mentioning that in the course of this service older trees with at least twice the size (one meter in diameter and one and a half meters high) were processed as well.

In the second stage we use the acquired NIR and RGB images and the Pix4D software (Online, https://pix4d.com/) to create geo-referenced maps of the field.

Third stage is the core of the process; the automatic tree canopy counting algorithm is applied over the output of the previous stage. This is done by splitting the map (i.e.: Reflectance Map) to be used into several overlapped images. The algorithm is applied to each one of these images. To this end, the algorithm parameters have to be calibrated. This is done using a representative set of these images. The parameters include the radius of the trees to be identified, the distance between rows of trees, the distance between trees in the same row, segmentation thresholds, among others. The system gives the option of performing this calibration process semi-automatically by learning the parameters on the aforementioned subset of images. Part of the algorithm is illustrated in Figure 2, with 3 to 6 months old Eucalyptus. In the leftmost image the trees are segmented based on image intensity, size and shape factor using restrictive thresholds to avoid false positives. These trees are then used to detect the plantation layout and to remove regrowths from previous plantation cycles. The remaining trees are the ones considered as true positives. The rightmost image shows the final result of the process. Notice that among all trees that can be identified by visual inspection, only one of them was not detected by the algorithm. The output of this stage is a file with geo-referenced points centered on each detected tree over all the region of interest.

In the fourth stage automatic detections are subject to visual inspection and manual correction if needed, in order to ensure that the output meets the precision level required by the client.

In the final stage we generate useful information to assist forestry managers in the decision making process. For instance, a density map based on the tree’s spatial distribution may allow the forestry workers to improve their efforts exploring the field as well as other related tasks. Figure 3 illustrates a typical outcome of the entire process over a 1 year old Eucalyptus forested region. Figure 3(a) shows a picture of the field; Figure 3(b) shows the orthomosaic map (output of the second stage) over a sample area labeled with the detected trees (overlapped dots); Figure 3(c) shows the corresponding density map. Red areas represent higher densities of trees while green areas correspond to lower densities.

The advantage of this approach over the classic one used in forest inventory is that no extrapolation of manual measurements in the field is needed in order to estimate the overall population of trees. More precisely, the approach that is still widely spread consists in performing a manual survey over a randomly chosen set of regions, computing the average density and then consider this density as the density of the
Figure 3: Illustration of a typical outcome of the automatic tree canopy detection over a 1 year old Eucalyptus forested region.

whole plantation. This methodology is extremely time consuming and far less accurate.

3 Conclusions and Future work

In this paper we presented a description of our tree canopy counting system. In the course of delivering this service to the forestry industry we surveyed about 10 million trees. This massive and ever-growing amount of data allows us to generate a huge database of geo-localized trees in conjunction with the corresponding index maps generated by the Pix4D software from the UAVs acquired images. To the best of our knowledge, at least regionally, this is the first labeled database of its kind. Having this database at our disposal opens us the possibility to explore data-driven approaches. In the near future we will use this database to train and test machine learning algorithms such as deep neural networks to perform individual tree crown detection tasks in forestry sensing applications.
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Abstract

Coastal ecosystems are highly dynamic and present variability at multiple scales. This variability would be further amplified in a global change scenario due for example to increased runoff, extreme wind events among others. The Uruguayan coastal zone present gaps in their monitoring, precluding the generation of accurate predictive models, analysis of vulnerability, understanding of coastal dynamics and biodiversity changes. Meteorological buoys are the standard approach to this data collection scenario. Despite its relevance for biodiversity management, risk analysis and global understanding of coastal circulation patterns, Uruguayan coastal zone is not adequately monitored. This is mostly because technological developments have been made in Northern hemisphere and the associated cost precludes its instalation and maintenance. The arrival of small, efficient and cheap computer systems, spinoff of the smartphone explosion, is suggesting a new approach to solving several classes of problems with a full computer running a complete operating system, instead of highly specialized embedded systems. This work presents a proposal for the replacement of the classical embedded system with a small system: a Raspberry Pi. The proposal aims at replacing nearly dumb sensors with intelligent ones in a sensor network, introducing concepts of the Internet of Things. Initial results are introduced and subsequent steps for the first buoy implementation are presented too.

Keywords: global warming, coastal sensors network, IoT, Raspberry Pi, SOC

1 Introduction

Deciphering oceanographic patterns in coastal ecosystems is critical to understand and predict natural and anthropogenic induced variability. The increase in average sea surface temperature has profound effects in coastal ecosystems. However, the predicted increase in variability could foster huge changes. Coastal ecosystems provide natural services and support most human activities. The variability of these highly dynamic ecosystems require high frequency monitoring. In that sense, understanding and monitoring the different scale variability of fundamental state variables (i.e. temperature, salinity) of marine-coastal systems is crucial. Uruguayan coast is an area of high oceanographic complexity and great space-temporal variability due to the dynamic interaction between coastal streams of the currents of Brasil and Malvinas and the influence of freshwater from the second biggest estuary of South America: the Rio de la Plata. This variability is unique and presents patterns at different time-scales. Characterization of these by means of autonomous sensors has proven an effective tool that allows real-time gathering of obtained data. Data can be used to feed physical models, generate forecasts that help to understand the behavior of these complex systems [2, 4]. Its knowledge would lead to a more informed management of the coast area. Temperature data collection with meteorological buoys is already taking place, but for several reasons, a new approach is required. The buoys are expensive devices, and costs are always something that needs to be addressed, as savings can be turned into more data series and more research. Buoys are not produced in our country, and time issues also affect research quality. The environment where buoys operate is a difficult one, and they also present failures. Time involved in fixing a failure may involve up to 6 months worth of data not collected. Fixing a buoy requires fetching it from the sea, moving it to laboratory detecting the failure, export the failed component to factory, get the replacement, importing it back and re-deploying it in the sea. This work presents a proposal for a small computer, IoT, commodity components based that addresses a data gathering platform.
2 Problem description

The initial objective is the placement of data gathering units on five existing buoys over a coastal extension of 150Km. The buoys are located from 1 to 3 Km away from the coast. Measurements of the water temperature must be taken 1m below the surface every hour. The information should be accessible immediately. Data gathering must be prioritized over transmission.

2.1 Proposal

It is important to note that there is no relevant challenge regarding the data gathering and its transmission inside the laboratory. Turning a Raspberry into a weather station has already been addressed. Existing proposals mostly keep the Raspberries indoors or in a controlled environment, connected to the mains. The challenge is to turn this indoor device into a solution that can be deployed in a standalone, autonomous unit, able to operate reliably in a hostile environment.

The main identified challenges are: energy, data transmission and physical preparation for the environment.

2.2 Aspects related to energy

State of the art in electronics does not allow to reach equivalent levels of energy consumption using a SOC (system on chip) than with a microcontroller. The development of the solution based on a microcontroller, the classical approach, is a solid one, but costs are pushed to the development phase. Use of a general purpose SOC, with a state of the art GNU/Linux operating system, makes available every option to the developer. The power of the platform is unprecedented. Tasks like data preparation, validation and correction can be pushed to the edge of the sensor network, as the sensor is capable of 2451 MIPS.

There are at least three main sources of energy: solar, wind and sea currents. The buoy is fixed to the seabed, thus, relative movement of air and sea can be used to produce electricity. As both sources require moving parts and hazards, they will not be considered for the initial prototype, that will only use solar energy. Considering monthly irradiation data published in [5] and the data available from the Laboratorio de Energía Solar - LES the buoy will be exposed to at least $8 \, MJ/m^2$ a day on average during winter. Considering state of the art (20% efficient or more) solar panels with adequate surface and conservative power saving measures, the system should get enough energy to operate continuously, maybe, transmitting once or twice at night or in cloudy days. Efficiency of the whole solution has to be optimized at every level.

2.3 Aspects related to communications

The location of buoys, from 1 to 3 Km away from the coast, gives a high level of confidence that every data gathering point can be connected to the cellular network. According to coverage maps from Uruguay’s national telephone operator there is complete coverage of the coast and the existence of several seaside resorts with 4G coverage promises adequate connection availability. We were able to verify existence of cellular link with our own mobile phones on some of the locations. Details on network quality and how to address them will appear after the initial prototype is deployed.

A cellular network device uses little power when the signal is strong, but as signal fades, it increases its transmission power, hence, the power consumption. The transmission frequency can be adjusted to energy production and signal strength in order to optimize running time of the batteries and still meeting transmission requirements. Between transmission events, the device should not only be disconnected from the network, but, power should be removed from the modem, as it employs energy to be connected to the cellular network even if no data connection is established.

We would like to have the buoy on-line all the time possible. If energy production exceeds consumption and batteries are fully charged, there is no need for energy saving, allowing real time access to data gathered. It is relevant to note that this is also the moment where security becomes an issue. If search
engine bots indexes the buoy, it receives port scans or dictionary attacks or people consider it interesting reading its temperature, they draw energy. General IoT security analysis have to be done, as DoS in this scenario might mean exhaustion of battery power and the device not able to perform its task.

2.4 IoT architecture

Internet of Things proposes ways to introduce processing power to the edges of sensor networks. Different researchers [1, 3] propose different alternatives for task organization and complexity distribution. Despite the different proposals, most proposals suggest that Data and Presentation Layers should be implemented at the buoy level. Transversal layers, like Security, must be somehow implemented too. Architectural discussion involves the level of implementation of the Business Layer, dominant factor concerning energy usage for data transmission. Business requirements must be modeled at the buoy level in order to compete with energy saving rules. Presentation layer must be discussed, but it seems that it must be implemented at central level. Buos might not be connected at all times, moreover, they are unreliable for data storage, as many accidents put in risk their ability to survive events like collision with vessels or big mammals. Data must be collected centrally, and offered on a 24x7 basis for research purposes. Streaming services for analytics systems must be provided too. All these requirements, that might be provided from the buoy if we only consider processing power, must be offloaded considering energy consumption.

3 Expected results

Different groups at CURE (Centro Universitario de la Región Este) cooperate in order to produce the hardware, code the software and use the data for scientific modeling. Short term objectives involve having a working prototype, floating near research facilities in order to experiment with different power optimization algorithms and learning about deploying SOC in these environments. Mid term objectives involve an optimized solution, running in all five selected buos, processing and sending data. These data must be gathered and compared to satellite models and imagery available, and introduced into biological models of the coast region. The availability of this powerful platforms open the opportunity of developing additional sensing capabilities. They could be offered to communications, computer science and electronic careers in our university as platforms for algorithm optimization, sensor development and the development of new models for oceanographic research.
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Abstract

Wireless sensors networks (WSN) enable the acquisition of valuable data directly from the production field that, in turns, open unprecedented opportunities for data analysis and decision making systems. Monitoring microclimate variations, typical in citrus crops, could allow precise irrigation scheduling and harvest planning. However, a limited lifetime of battery-powered sensor nodes may impose barriers to its widespread adoption. This work presents the overall architecture and main characteristics of a WSN solution based on open standards and free software. The main techniques applied to reduce power consumption are described, obtaining an expected node battery lifetime of more than two years.

1 Introduction

Informed management of agricultural production requires distributed data of relevant conditions across the producing fields. Advances in embedded systems and communications technologies make possible to monitor distributed measurement points with the following characteristics. Wireless nodes are low cost enough so that a dense measurement array can be deployed. Two additional characteristics are key for providing an easy to use service to agricultural technicians and producers. The nodes need to have very low power consumption so that they operate during long periods (several months to more than one year) without changing batteries or by harvesting energy from the environment. The hardware, software and the communication protocols need to be reliable and robust so that seamless network setup and unattended operation are possible. Several wireless sensor networks (WSNs) have been applied to precision agriculture for irrigation systems [1, 2], and frost detection [3].

This work presents the overall architecture and main characteristics of a complete solution being tested in an actual production context. The proposed solution is based on open standards and free software and the main techniques applied for autonomous, low power operation are summarized. The solution is being tested in a citrus farm for the following goals. First, irrigation monitoring aiming at efficient use of water and energy. Second, monitoring of microclimate conditions, mainly for frost detection. In the case of citrus, production fields with significant topographic variations are common. This leads to irrigation and microclimate variation along the production field. Both have important consequences on how the production is handled, either irrigation management decisions or harvest decisions (related to frost impact) or even extent of pesticide use. The presented system provides the producer with timely and detailed information for decision making based on data available online. A pilot network is being deployed in a citrus orchard in Margat, Canelones in the south of Uruguay.

2 Design

Fig. 1 depicts the overall system architecture. Sensor nodes form a wireless ad-hoc network based on IEEE 802.15.4 operating in the unlicensed 2.4 GHz band. Sensor nodes measure and report environment data to the network root node of the gateway. The gateway has both IEEE 802.15.4 and 3G connectivity, thus send the sensor information to a remote server in Internet via cellular network. Remote users

This work was performed under INIA FPTA grant 313, Project: Gervarsio.
can access the information from their cellphones or personal computers by accessing a web service in Internet. Fig. 2 shows the actual location of sensors nodes and the gateway. The network currently has ten sensor nodes, deployed one per frame, each about one ha, thus the distance between sensors is roughly 100 m.

2.1 Hardware

The sensor node core is a CC2538 System-on-Chip (SoC) manufactured by Texas Instruments, which integrates an ARM Cortex-M3-based microcontroller with an IEEE 802.15.4 radio. The EMB-Z2538PA module by Embit was used for the PCB custom made design, which includes a CC2538 and a CC2592 PA/LNA front end delivering a RF output power up to $+20$ dBm. The node is powered by two AA lithium-ion or standard Alkaline batteries in series, supplying a nominal voltage of $3.0$ V. We adopted the TPS62740 step-down DC-DC converter to reduce the node power consumption, which achieves efficiencies greater than $90\%$ for a current drawn as low as $10\mu A$. This guarantees savings even during very low power drain, typical of the microcontroller low-power modes.

The node is equipped with the following sensor set: soil humidity (Decagon EC-05), air temperature and humidity (SHT-21 from Sensirion) and soil temperature (TMP275 from Texas instruments). The node and antenna are packaged in a IP65 case that is easily mounted on a pole made with a standard galvanized water pipe to connect with sensors in a meteorological shield and sensors on the ground. The gateway includes a single-board computer (Raspberry PI (RPI) model B+ v1.2), the sensor network root node and a 3G cellular modem. The gateway power supply system is comprised by a 50W solar-panel, a 12V 24Ah VRLA battery, and a solar charge controller. The photovoltaic system is designed to endure a couple of null solar generation days (cloudy sky in winter) for the worst case power consumption (low signal strength in 3G modem), providing a high autonomy even in bad climate conditions.

2.2 Embedded software and communication stack

Contiki is an open source, event-driven operating system oriented to WSN and IoT applications using constrained hardware. Contiki manages the hardware resources and includes different libraries such as network stacks. The Contiki distribution includes the network protocols’ stack most widely used in WSN, described next. The physical and MAC layers are based on the standard IEEE 802.15.4. 6LoWPAN is an adaptation layer protocol by the IETF (RFC 4944 and 6282) that allows the transport of IPv6 packets over 802.15.4 links. It is in charge of the compression of IPv6 and the upper layer headers and of the fragmentation and reassembly of IPv6 packets. RPL is the adopted routing protocol based on a tree-oriented strategy (RFC 6550), in which nodes join the network dynamically forming a mesh, and traffic flows to a root node.

The Constrained Application Protocol (CoAP), at the application layer, is a RESTful protocol for use with constrained hardware such as WSN nodes, since uses UDP underneath. The REST model works with server nodes that make certain resources available under a URL, allowing to have a client/server architecture based on a standard protocol. Client nodes access resources using methods such as GET,
PUT, POST, etc. In this work we use the OBSERVE mechanism, which allows client nodes to retrieve a resource value from a server (GET) and keep it updated over a period of time.

The overall architecture, which is based on widely used standards and open protocols, allow to take profit of several freely available tools (e.g. simulator, protocol analyzer, framework).

The gateway runs an embedded Linux operating system (Raspbian Jessie distribution), that allows to execute the scripts or daemon that rely the wireless sensor network data to a server through Internet. The server side of the application and user software is treated on a companion paper.

### 2.3 Low power design techniques

A very low power consumption is achieved thanks to several design decisions. In the communication stack, the use of 802.15.4 with duty cycling through the ContikiMAC protocol allows the system to be over 97% of the time in low power mode. Also the use of appropriate protocols at higher layers (e.g. CoAP) allows to keep low power consumption. Regarding the node power management, Contiki takes full advantage of the microcontroller low power modes, powering down the microprocessor when there is neither processing needed nor events scheduled in the event queue.

When the sensors are idle, they are turned off through low leakage switches to lower its power drain. Additionally, the supply voltage of the node is lowered to further reduce the overall power consumption. The microcontroller optimal supply voltage to minimize the power consumption is 2.1V, but some sensors require a minimal power supply of 2.5V. The selected DC-DC converter has selectable output voltage. The microcontroller dynamically control, using an output pin, the supply voltage. While sensors are active and measuring the supply voltage is selected to 2.5V, and remaining time to 2.1V. As a result, the microcontroller active current is reduced from 1.3mA @ 2.5V to 1mA at 2.1V. With this technique, we also avoided power hungry level shifter stages to interact with the sensors. Finally, a careful setting of the I/O state of microcontroller pins in order to minimize consumption during sleep mode due to open inputs and pull ups / pulls downs. This performance gives an expected node battery longevity of more than two years in a leaf node that transmits sensor data every 15 minutes powered by batteries with 2.8Ah useful charge.

On the gateway side, the 3G modem is connected to the RPI via USB through a specially designed circuit that allows switching the power supply of the modem. Turning off the modem when it is not transmitting (75% of the time by design) results in a 16.5% reduction in the overall power consumption. This also acts as prevention in case of a potential hung up of the modem.

### 3 Conclusion and future work

The overall architecture of a WSN infrastructure for precision agriculture was presented. A reliable operation and reduced power consumption is mandatory to run unattended for years. This work summarized the main techniques applied to extend sensor node’s battery longevity up to an expected lifetime of two years. A pilot was deployed in a real citrus orchard for testing purposes and subsequent validation. This kind of platform constitutes the basic infrastructure at the very early stage of a future decision support system.
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Abstract

Wireless sensor networks are becoming an essential technology in precision-agriculture and environmental monitoring. Their low cost and autonomous functioning enables distributed and scalable deployments in extended domains such as farms. Valuable information from the fields can then be captured and transmitted automatically allowing intelligent decision making. In an ongoing collaboration between the University and fruit producers, a wireless sensor network system is being developed for the monitoring of insect pests.

1 Introduction

Wireless Sensor Networks (WSN) are comprised of small programmable devices named nodes. Each node is composed of a micro-controller, sensors and a radio to communicate wirelessly with neighboring nodes. Their increasingly widespread usage is due to the following reasons: i) the node low-cost enables to build distributed deployments easily scalable with large spatial density of nodes per unit area with reduced cost of installation and maintenance, ii) these deployments enable to build maps describing scalar fields varying in time and space (e.g. temperature, humidity), iii) the nodes operate with low current consumption, so that they can achieve several months of battery lifetime.

Most WSN applications for agriculture have been traditionally restricted to scalar measuring nodes, see for example [1, 2], but recently image capturing capable nodes are being integrated with the challenge of handling more complex data over the networks. Some works in this line are presented in [3, 4]. WSN were not designed to transmit large amounts of data. The transmission of images implies to adapt the use of the existing network protocols or to modify them. In this scenario, well established network protocols and applications already implemented in the real time operating system can be used to collect data in tree or mesh topology networks. In this way, WSNs enable to manage the farm productivity, allowing product quality enhancement with reduced operational cost.

1.1 The problem of insect pests in fruit production

The lepidopterous insect pest (moths) are an important concern in production of fruits such as apples. The moths lay eggs from which larvae are born and they produce lesions to the fruit. The control of the pest population is implemented by means of using plastic traps with a sticky bottom side and pheromone lures (see figure 1). The trap can capture male adult moths attracted by the female pheromone lures. A person, who periodically travels through crops, is in charge of performing the counting of insects caught in the trap and eventually clean trap bottoms of pest crowded traps.

2 Development of the decision support system.

In an ongoing collaboration between the University and fruit producers, a wireless sensor network system is being developed for the monitoring of insect pests. In this system a wireless node is attached to each trap. The node is equipped with a camera that allows capturing images of the trap sticky bottom. The acquired images at each node (average size around 150 kB, 1600x1200 pixels, JPEG format) are forwarded through the network to a central node (sink node). The images are transmitted fractioned into packets and the network protocol ensures that the packets can be correctly assembled at the sink node. Figure 2 presents a simplified diagram of the wireless sensor network system and figure 3 shows the designed image sensor trap.
The images that arrive to the sink node are transmitted by cellular data connection to a server through a solar-energy powered gateway. Then they are stored and analyzed by an expert. The expert classifies and draws the outline of each object in the image and all the information is stored in a database. With the collected data, several reports of the evolution of the pests can be generated. In the first stage of the project all the images will be analyzed by experts. The manual labeling of the insects in the images by experts allows building a useful dataset that will be used in a next stage of the project to learn how to automatically classify and count the insects. Figure 4 shows the software used by the experts.
Learned classifiers enable also to move the processing to the nodes as explored in [5]. With the distributed processing, the insects can be detected at the trap node and this information transmitted in a few packets instead of transmitting hundreds of packets with the complete image.

3 Conclusion

A wireless sensor network is being designed to help monitoring pests in fruit plantations. The final system will: i) enable simple pest monitoring of large areas, ii) simplify the maintenance of the traps since the person in charge will only be required for trap cleaning when needed, iii) enable early alerts in case of pest infection allowing localized fumigation with the desired reduced environmental and water pollution.
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Abstract

A decision support tool, SIMAGRI was developed to translate climate information (historical and operational seasonal climate forecasts) to relevant information for supporting strategic and tactical decisions in crop production, e.g., crop choices, adaptive cultural management practices, insurance needs, among others. Two versions of SIMAGRI with different levels of complexities can be used for different purposes (e.g., initial assessment or operational use for generating crop yield outlook etc.). The SIMAGRI tool offers potential for further improvement based on communicating with stakeholders and identifying their demands.

1 Introduction

Managing climate-related risks is one of the key components for enhancing resilience and productivity in agriculture under an increasingly variable climate [1, 2]. Successful agricultural climate risk management can be achieved when climate information is translated into actionable agronomic terms. Therefore, agro-climate tools are required to link climate information to agricultural decision making. The SIMAGRI (Simulador de Agricultura) is an agro-climate tool developed to support agricultural decision making based on historical climate data, seasonal climate forecasts (SCF) and crop simulation models included in the “Decision Support System for Agrotechnology Transfer” (DSSAT). Depending on the climate data that the users select to use, two versions of the agricultural decision support system are available: 1) a simplified DSSAT crop simulation tool for “what-if” analyses based on historical weather observations, and 2) a flexible crop simulation tool for “what-if” analyses using probabilistic SCF. To process flexible “what-if” analyses for informing recommendations, the tool requires large amounts of data and processes, which can be qualified as Big Data Science Process. In this paper, we briefly introduce the two different versions of the decision support tool, SIMAGRI.
2 Methodology

2.1 DSSAT crop simulation

The DSSAT is a modular-based application package of various crop models that can simulate 16 different crops [3]. The DSSAT models simulate daily growth and development of a crop over time, as well as daily changes in the soil water, carbon and nitrogen under specific management practices at a spatially uniform field. Weather data including daily maximum and minimum air temperature ($T_{\text{max}}$ and $T_{\text{min}}$), solar radiation and precipitation are fundamental forcing variables to simulate hydrological processes and crop phenology in DSSAT models. The current SIMAGRI is customized for three major crops (maize, soybean and wheat) in Uruguay and runs CERES-Maize, CERES-wheat and CROP-GRO-soybean models internally.

2.2 Decision support system based on climatology

Uncertainty arising from climate variability can be considered in crop modeling when long-term historical weather observations are used. Cumulative probability distributions of the simulated crop yields can inform uncertainty due to climate variability. Assuming that each year in the past has equal probability of happening in the future, and that weather statistical properties do not change in the future, the simulated yield distribution can provide useful information for decision-making. This first version of the SIMAGRI uses long-term historical data from 5 weather stations (Tacuarembó, Salto Grande, Las Brujas, Treinta y Tres and La Estanzuela) to represent different climatic zones across Uruguay. This version is implemented as a web version (http://simagri.snia.gub.uy/webapp/) for an easy-access as well as the original desktop version.

2.3 Decision support system based on probabilistic seasonal climate forecast

When skillful seasonal climate forecasts are available for a coming season, it can be useful to consider the SCF information rather than relying on climatology. Since Uruguay’s climate is sensitive to ENSO events and skillful seasonal climate forecasts are available for the country, it may be beneficial to consider the SCF information for agricultural decision making. One of the obstacles to link SCF to a crop simulation model, however, is a format mismatch: SCFs are provided in a probabilistic format (i.e., probability of below-, near- or above-normal category) for the coming 3 ~ 6 months, while the DSSAT crop simulation models require weather inputs at daily time step. To tackle this issue, the second version of the SIMAGRI is equipped with temporal downscaling tools to convert a probabilistic SCF to daily weather sequences and thus enables multiple (e.g., 100 times) DSSAT simulations for a given SCF. Two temporal downscaling methods are currently available within the SIMAGRI: a conditional stochastic weather generator called predictWTD [4] and a non-parametric resampling method called FResampler1 [5].

2.4 Linking Climate data to DSSAT through SIMAGRI user interface

Although DSSAT has been proven as a very useful tool to assist sustainable agricultural management, it can be very challenging for non-experts to apply it for agricultural decision making in operational mode, especially in dealing with uncertainties of future climate. The SIMAGRI allows user-friendly operation of DSSAT by circumventing time-consuming (pre- and post-) data processing and seamlessly integrating it with temporal downscaling methods and SCF.

Convenient Graphical User-Interface (GUI) of the SIMAGRI assists DSSAT simulations for various “what-if” scenarios with different climate forecasts or crop management options. Thus, the SIMAGRI interface has the capability of using the crop models with different cultivars, varying simulation periods from climatology (e.g., last 50 years vs. recent 10 years), various dates/amount/material/methods for planting, fertilizer application, irrigation, soil profiles, etc. The GUI also allows users to query the simulated model outputs and make plots (e.g., box-plots or cumulative probability curves) comparing the results with different management options. Moreover, SIMAGRI integrates crop models with economic data and therefore translate crop model outputs into economic terms. When the user provides information on expected crop prices and input costs (fertilizer, irrigation and general), a simple economic analysis is also possible to explore the gross margins of
different scenarios.

The GUI of SIMAGRI was developed using Tkinter module and Pmw megawidgets of the Python script language. The SIMAGRI has flexibility to be updated or to add other functionalities or options in the future. It can be easily customized for different needs (e.g., different crop types), for climate risk management in other regions. In addition, since Python is a free and open-source software, the SIMAGRI can be adopted easily without a license issue.

Figure 1 shows overall flowchart of SIMAGRI version 2 linked with SCF.

The SIMAGRI tool was developed by the International Research Institute for Climate and Society (IRI), Columbia University, and is currently implemented as a web tool by the SNIA (Sistema Nacional de Información Agropecuaria), Uruguay.
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Abstract
This work presents a DSS for fish farming in cages that determines the production strategies that maximise the present profits of the farming process. It is a model-driven cooperative DSS in which the cultivation process is simulated through a bioeconomic model that considers economic, environmental, biological and technical data. The optimal production strategies are determined using Particle Swarm Optimization (PSO). The DSS helps to deal with two types of decisions: operational decisions in which the DSS obtains the optimal solution under particular conditions; and strategic decisions, in which the DSS allows to obtain the optimal economic result in different scenarios.

1 Introduction
In recent decades, aquaculture has become a relevant industry around the world that is able to sustain the demand for fish. Similar to other animal breeding industries, the management of fish farming is complex due to the broad range of internal and external factors that influence aquaculture, and the complex interactions of technical, biological, environmental and economic aspects during the cultivation process. The rapid development of the aquaculture industry has increased the need for more efficient and productive management systems. These systems have been developed using operational research (OR) methods in order to support managers in decision-making processes. The OR models applied in aquaculture have been based on accumulated experience in fishing and other primary sector activities, such as agriculture or forestry, to increase the efficiency and profitability of fish farming on an industrial scale [2]. The complexity of decision-making for an aquaculture facility suggests the need for computerized analytical tools that can integrate biological, physical, environmental, economic and social components of knowledge required to arrive at a decision [3]. In a broader sense, DSSs address the problem of packaging a large domain of scientific and technical knowledge into a form that is of practical value to a diverse audience, including non-scientists [10].

In aquaculture production is common that managers have limited ecological and biological expertise, which often makes it difficult for them to understand the scientific implications of the production process. Accordingly, DSSs in aquaculture has been mainly directed towards the integration of environmental [6] and biological [4] issues in decision-making processes. Some others have taken other technical aspects into account, such as site selection [9], facilities design [7], managing hatchery production [12], or facilitating aquaculture research and management [4]. However, although aquaculture is an economic activity, this aspect has not been much considered by DSSs. Bolte, Nath, and Ernst [3] developed a DSS for evaluating economic impact in ponds. Also Halide, Stigebrandt, Rehbein, and McKinnon [8] developed a DSS for sustainable cage aquaculture that enables managers to perform an economic appraisal of an aquaculture farm at a given site. The review of previous literature shows the need to develop decision support tools to help achieve economic sustainability of the activity. In this context, the development of a DSS to optimise the economic performance in aquaculture is an innovation in the management of aquaculture facilities that would improve the capability of managers to solve problems and respond quickly and efficiently to changes in the company environment.

2 DSS components
Three fundamental components of a DSS architecture are the database (or knowledge base), the model (i.e., the decision context and user criteria), and the user interface. The knowledge base of the DSS
designed includes economic, environmental, biological and technical data, so the system integrates one relational database. This database includes information about locations and environmental conditions (water temperature), biological and economic data of the fish (available fingerlings, minimum commercial size, sale prices, price seasonality…), available feeds and their feeding and growth rates, and technical data of the farm and the cages used in the production process.

The bioeconomic model is integrated via a biological submodel of the process of farming in sea cages, interrelated with an economic submodel that quantifies the process to consider the economic implications of any change in the farming and market parameters. The purpose of the bioeconomic analysis is to find a harvesting time that maximises the present operational profits in a given time horizon \([1]\). The model includes three essential factors that influence fish growth: fish weight, water temperature, and feed quantity. In \([5]\) a description of the model is presented. The system has to help to the decision maker to determine the optimal production planning that maximises profits within a finite time horizon, considering the initial time to be the stocking time of the first batch and the final time to be the harvesting time of the last batch. To achieve this objective, the DSS uses a PSO algorithm to identify the optimal production plan. Each particle of the population in the search space represents a sequence of seeding and harvesting operations that generates an economic result. According to the general scheme of all PSO algorithms, each particle has an associated position vector that represents the corresponding production plan. The components of these vectors are the number of days with respect to the previous harvest process, the desired harvest weight of the fish and the fingerling weight in each of the batches performed in the time horizon under the plan.

Two characteristics differentiate a model-driven DSS from the computer support used for a decision analytic or operations research special decision study \([11]\): (i) A model is made accessible to a non-technical specialist such as a manager through an easy to use interface, and (ii) a specific DSS is intended for some repeated use in the same or a similar decision situation. Models in a model-driven DSS should provide a simplified representation of a situation that is understandable to a decision maker. The goal of making DSS accessible to non-technical specialists implies that the design and capabilities of the user interface are important to the success of the system. In order to provide quick and easy to use access to the system, the aquaculture DSS was implemented using Web-based technologies, with a visual interface that combines HTML language with visual elements developed using Java programming language and MySQL database connectivity (Figure 1). This connection to a database allows determination of the optimal production plan for as many species and farms as have available data. The database stores information about parameters such as different environmental conditions, feeds, market prices, and fingerling prices.

![Figure 1: Results windows of the DSS developed after application of optimization process.](image)

3 Application of the aquaculture DSS

As example of practical application, the work shows the application of fish farming DSS to the production of seabream in floating cages in Spain. Firstly, the system is used to support operational decisions. The optimal production plan was obtained for a hypothetical fish farm located in the main production
area of this specie in Spain, the Canary Islands. Secondly, DSS is applied to support a strategic decision as site location depending on the environmental conditions. This time, optimal production plan was obtained for the hypothetical fish farm in the Canary Islands and in the Spanish Mediterranean coast (Figure 2). The production was developed under the same cultivation conditions in both locations, with the exception of water temperature.

Figure 2: Evolution of seabream weight and the seasonality of its price in the Canary Islands and on the Spanish Mediterranean coast along the five year period simulated.
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Abstract

This document describes a robust decision methodology implemented in the cloud to support farm planning decisions. A model that combines big datasets of prices and simulated yields is built to select robust strategies giving farmers support to mitigate the risk of an unsatisfactory outcome. Additionally, the methodology provides insightful information about those risks.

1 Introduction

Nowadays, it is unarguably that agriculture is one of the industries with the largest potential for development with the rise of Big Data [1]. New sources of diverse data—e.x. customized historical climatic data from IOT sensors, multiples GIS files with geo-located yields extracted from precision agriculture devices, and cheap satellite images—are now accessible to be analyzed by parallel computing in the cloud using several machine learning libraries. An average farmer, who until a few years ago used to select crop allocation with low technicity, now has all these new sources of information to improve the outcome of her decision.

The project “Big Data in Robust Decision Making in Agriculture”—see Acknowledgement section below—is aimed to develop a framework that supports farmers in the decision process, handling large sources of data, analyzing data in the cloud, suggesting good alternatives for land use, and providing additional information to help them deal with deep uncertainty about climate change and future crop price levels.

As part of the project, this study details a decision model within a robust decision-making methodology (RDM). Additionally, more results obtained applying other models and methods like adaptive strategies, Info-Gap Decision Theory, Fuzzy Logic, and Multi-Objective Robust Decision Making (MORDM) will be mentioned in the conference and are not discussed in this abstract. Also, the author expects to show during the presentation a web application where a farmer can test the decision methodology presented in this paper.

2 Methodology: Robust Decision Making

Basically, RDM, introduced in [2], characterizes uncertainty with multiple future views or scenarios. It can also incorporate probabilistic information, but rejects the view that a single joint probability distribution represents the best description of a deeply uncertain future. Second, RDM uses a robustness rather than an optimality criterion to assess alternative policies. There exist several definitions of robustness, but all incorporate some type of satisfying criterion. For instance, a robust strategy can be defined as one that performs reasonably well compared to the alternatives across a wide range of plausible future scenarios. Third, the RDM explores the vulnerabilities of candidate strategies by a supervised machine learning algorithm providing additional insightful information to the decision maker. That is, instead of just suggesting a recommended mix of crops or varieties, it advises decision makers about the situations in which those recommendations will not perform acceptable and extends the recommendation to some feasible alternatives that mitigate those risks. Following section describes how the RDM is adapted for the crop mix allocation decision in farms in Argentine Pampas.
3 Decision Model: farms in Argentine Pampas

3.1 Strategies and Scenarios

A farmer has a limited set of alternatives crops to assign to her available land. A total of 6 different crop managements are considered in this study: 2 for Soybean, labeled as ‘Soy1’ and ‘Soy2’; 2 for Maize; and 2 for the combined Wheat-Soybean within the same season. One possible strategy to choose will consist in a proportion of land assigned to one of those 6 alternatives. For example, 10% of land assigned to ‘Soy1’ and 90% of land assigned to ‘Ma2’. Considering a farm with a resolution of 10% to assign to a different crop management, the total of possible strategies rises to 3003.

To incorporate the uncertainty about the future, multiple scenarios integrate climate and prices information based on historical data. We independently combined 77 climate scenarios and 27 scenarios with plausible crop price levels to obtain a total of 2079 scenarios.

We estimated a Farm Wide Net Margin (FWMN) for each strategy i and scenario j as a function of simulated crop yields –obtained by DSSAT with climate data– and the simulated crop prices estimated for each scenario. To evaluate each strategy among scenarios, we calculated a metric of robustness called Regret.

3.2 Regret to evaluate Strategies among Scenarios

A relative definition of robustness is often preferable to one based directly on the absolute performance of a strategy. The regret of alternative strategies provides a conceptually and computationally convenient means to help identify robust land allocations and their vulnerabilities [2].

An index of the regret associated with strategy i and scenario j can be computed as the difference between the maximum simulated farm-wide gross margin (Rij) considering all possible strategies for scenario j –that is, the performance of the best possible strategy for this scenario– and the farm-wide gross margin of strategy i in scenario j.

Then, a candidate robust strategy is selected as the strategy that performs well under a broad range of scenarios. In some cases, this initial strategy may be suggested by decision-makers, for example, the recommended crop rotation for a given location. In this study, we set the candidate as the strategy with the lowest value of the third quartile (Q3, or the 75th percentile) of the regret value distribution for each strategy over the scenarios. The strategy obtained is the crop mix of 50% Soy2, 50% WS1.

Using a decision tree classifier, we explored the candidate vulnerabilities.

3.3 Identification of vulnerabilities in the initial candidate robust strategy

We characterized the multi-dimensional conditions in which the initial candidate strategy is not likely to perform well. In turn, this will allow us to identify alternative strategies that may have a better performance in scenarios where candidate strategy is vulnerable. This stage is often referred to in the literature as “scenario discovery” [3].

An advantage of the decision tree approach is that the sets of conditions that lead to a strategy’s bad performance can be easily interpreted and communicated to decision-makers. The tree successively divides the input space with the goal of creating multiple regions that contain outputs of a single class [4]. Each identified portion of space corresponds to a terminal node (labeled “BAD” or “GOOD”) in the tree in Figure 1. The predictors used to train the classifier include: (a-c) the prices of maize, soybean and wheat, (d) the ratio of soybean to maize prices, (e) the ratio of soybean to wheat prices, and (f) quartiles of the historical distribution of total rainfall between September of one calendar year and March of the following year. Going down along the branches of the tree, the splits show that the outcome of strategy 931 strongly depends on scenario parameters such as the ratio of soybean to wheat prices, the maize price, and the quartile of rainfalls.

4 Results

For each strategy, we compute the third quartile (Q3) of regret values separately for “good” and “bad” scenarios, as classified by the tree in Figure 1. Then we use these quantities as coordinates for a plot of a subset of strategies with low regret values showed in Figure 2.

Initial strategy 931 had the lowest Q3 of regret in all actual scenarios. To mitigate the risks identified
by the tree, more robust alternatives can be found. An “ideal” alternative to strategy 931 would have low regret values under both good and bad scenarios. Such strategy would be preferred over all other possible land allocations, as it would perform satisfactorily regardless of the scenario that might occur. Unfortunately, Figure 2 does not show an ideal strategy, which would be in the lower left of the figure. Instead, we define a “low-regret frontier” defined by the lower edge of the cloud of strategies; this frontier is indicated by a dashed line in Figure 2. Strategies along the low-regret frontier dominate other strategies: for a given regret in “good” scenarios (x-axis), strategies above the frontier have higher (i.e., worse) regret; the same situation happens with respect to the y-axis.

Figure 1 (left): Classification tree predicting “bad” or “good” performance for candidate strategy. The numbers in each terminal node indicate respectively the number of “bad” and “good” records in that node (note that the terminal nodes are not 100% of one class or the other, i.e., they are impure). Figure 2 (middle): Calculated 3rd quartile of regret for each land allocation strategy in both “good” and “bad” scenarios (defined regarding predicted performance of candidate strategy 931). Figure 3 (right): Land allocations for the strategies in the preference frontier.

5 Implementation

The instance of the model described in this study requires the evaluation of all 3003 strategies under each of the 2079 scenarios, which results in more than 6 million records. This number evidences the need of a scalable system to easily include more crop managements and multiple farms simultaneously. Therefore, the script coded in R was implemented on Microsoft Azure cloud computing services platform.
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Abstract

In this work, the fuzzy sets theory for the mathematical modeling of fertilization farmland problems, considering fuzzy sets, is used. With the support of programming languages and computer tools, a software called FERTIDIF to contribute in making decisions about the utilization of fertilizer and nutrients required for a particular crop, has been designed. The problem of fuzzy fertilization (PFD) has been solved by means of the adaptation of methodologies of solution proposed by Lai-Hwang and Leberling; methodologies transforming a fuzzy problem with fuzzy costs into a multi-objective optimization problem and solved easily by using the FERTIDIF software.

1 Introduction

Agricultural productivity depends on several factors but primarily on the fertility of the soils. The soil is fertile when it has enough quantities of nutrients to the plants. In order that vegetables can capture the nutrients in optimal quantities, the soil must exhibit ideal physical fertility (texture, porosity, permeability and depth appropriate to favor the circulation of air and water), chemical fertility (with appropriate pH, CEC(Cation exchange capacity), EC (electric conductivity), P, N and K) and ideal biological fertility (organic matter, drainage, proper agrochemical products) [2].

To support the optimality of the soil is necessary to fertilize, adding the necessary nutrients to obtain a high level of productivity. In the planning of the fertilization, traditional tools, classic models of optimization, expert systems of decision or heuristic are in use [5]; but only very few use methods of fuzzy optimization.

Agricultural production and its fertilization is an activity of several periods depending on the type of cultivation. For example, the cultivation period of potato is between 3.5 to 6.5 months; according to the variety, the sugar cane varies from 14 to 17 months in the first cut and from 11 to 13 months in the following cuts, etc. In the planning of expenses for activities with longer execution time, it is advisable the use of fuzzy models [3, 9, 11, 12].

For these reasons, in this work we build the model with fuzzy cost with the aim to determine the optimum fertilization plan of a crop, and to resolve it the software FERTIDIF has been developed.

2 Model and method of solution to the problem of fertilization

2.1 Model of fertilization

We use the diet model, also established, solved and applied to the poultry farms in Peru [12] and to the farms of cattle in Argentina [11]. Here, it is formulated with fuzzy cost:
Min $\sum_{j=1}^{n} \tilde{c}_j x_j$

Subject to:

$p_i \leq \sum_{j=1}^{n} a_{ij} x_j \leq P_i, \quad i = 1, \ldots, m$

$m_j \leq x_j \leq M_j, \quad j = 1, \ldots, n$

where: $x_j$ represents the quantity of fertilizer $j$ to be included in fertilization, $a_{ij}$ represents the quantity of nutrient $i$ contained in fertilizant $j$, the $m$ first constraints limit the total quantities of nutrients in fertilización, that is, every nutrient $i$ must not be less than the quantity $p_i$ or exceeding the quantity $P_i$ (necessary minimum and maximum), while the other $n$ constraints limit the quantity of every allowed fertilizant $j$, not to be less to $m_j$ or exceeding $M_j$, $\tilde{c}_j$: the unitary cost of fertilizer $j$, in fuzzy version, represented by a triangular fuzzy number $[1, 4, 8]$.

2.2 Method of solution to the model of fertilization

There are several methods of solution to the model (1) considered as a linear optimization problem with fuzzy costs $[3, 6, 7, 10]$. Because of the simplicity to implement, the method of Lai and Hwang, transforming the objective function of fuzzy costs in multiobjective, has been used $[6]$:

$$\min \quad z = (- (c^m - c^o) x, \quad (c^o) x, \quad (c^o - c^m) x), \quad x \in F$$

where: $F$ is the set of values $x$ satisfying the constraints of model (1).

To the solution of model (2) two methods, one proposed by Zimmermann $[13]$ and improved by Lai and Hwang $[6]$, and other one proposed by Leberling $[7]$, have been used.

Then, from the fuzzy formulation, by using the best decision criterion $[6]$, we obtain the following classical linear model:

$$\max \quad \alpha; \quad x \in F, \quad \mu_i(x) \geq \alpha, \quad i = 1, 2, 3$$

Solved by using the simplex method $[9]$.

3 Development of software FERTIDIF

3.1 The interface

The main menu has the typical options: File, Run, Report and Help; and special options of Fertilizers and crops. In the Run menu we find the options of Lai-Hwang y Leberling that are the present methods of solution in the software. The menu Fertilizers includes the option to modify the data of these both in their composition as well as their fuzzy costs.

3.2 Data Base

When FERTIDIF is used for the planning of agricultural fertilization, there is a need for a data series of the ground where we plan to grow a particular type of crop, which will require the fertilization to achieve a high productivity. In this sense, the data of the fertilizers and manure, as well as crops, have been included in the software.

3.2.1 Fertilizers and Manures

Includes the relationship of the existing fertilizers, with their nutritional components and their fuzzy prices expressed by means of a shortlist. The modifications of this base are done through the menu Fertilizers or Manures. At the time of using the system, we select the Fertilizers or Manures available in the market and whose data are stored.

3.2.2 Crops

When entering in this option, the data entry window of the ground, type of ground, absorption capacity in relation to the type of crop, both the nutrients as well as the fertilizer and manure, is activated to enter the system. Here the quantity of every type of nutrient required for every crop is included.
4 Application of software in Agricultural planning

As an illustration, the fertilization of a hectare of lands in the Peruvian coast for the cultivation of potato is planned. The FERTIDIF serves for the preparation of fertilization plans in real dimensions; however, in this illustration only three basic nutritional substances are considered: nitrogen (N), phosphorus ($P_2O_5$ just represented by P) and potassium ($K_2O$, just K). The main data are provided in Table 1.

<table>
<thead>
<tr>
<th>Fertilizer</th>
<th>% N</th>
<th>% $P_2O_5$</th>
<th>% $K_2O$</th>
<th>Requirement Min-Max</th>
<th>Cost Kg/oles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Super Guano</td>
<td>20</td>
<td>20</td>
<td>15</td>
<td>150-190</td>
<td>$c_1 = (1; 1.2; 1.5)$</td>
</tr>
<tr>
<td>Guano Islands</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>120-160</td>
<td>$c_2 = (0.8; 1; 1.2)$</td>
</tr>
<tr>
<td>Ammonium Phosphate</td>
<td>16</td>
<td>48</td>
<td>0</td>
<td>115-155</td>
<td>$c_3 = (1; 1.15; 1.3)$</td>
</tr>
</tbody>
</table>

The solution by using FERTIDIF, provides $\alpha = 0.616279$; Minimum: $z = (776.274; 931.064; 1162.55)$ (Lai-Hwang) and $\alpha = 0.5$, Minimum: $z = (769.307; 923.168; 1153.96)$ (Leberling).

Acknowledgment: A Part of this work has been developed within the framework of the CYTED Project P515RT0123 (BIGDSSAGRO): Ibero-American Network of Agro-Big Data and Decision Support Systems (DSS) for a sustainable agricultural sector.
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Abstract

The skill of finding the quality problems of a product along process is associated with the performance and efficiency of the traceability system adopted by supply chain. For that reason, technological changes in the traceability system involve opportunities and drawbacks, which must be analyzed in terms of supply chain performance. In this sense, this article presents a simulation model that evaluates the implementation of traceability technologies through a case study for Mango supply chain. Results evaluate the asynchrony between traceability systems of radio frequency identification and barcode along supply chain as well as their effects on inventory and food quality.

1 Introduction

Technological management of traceability systems has potential impacts on the performance of food supply chain. Previous studies showed the economic impacts of RFID technology on sales and revenue of retail operations [1] as well as its diffusion and adoption on organizations [2]. Likewise, the technological changes of adopted traceability technology may affect the food quality and inventory control. Considering that technological changes are continuuality creating new opportunities for product development and industrial diversification, these opportunities need to be analyzed through a better understand of technology management as a dynamic capacity [3]. Despite that the technological growth has led to the implementation and acquisition of technologies that improve the performance of supply chain, the technology changes have been affected the asynchrony in the operations of supply chain [4]. In this sense, the policies of technology management in terms of investment and selection technological play a role important for food supply chain.

Technology adoption of traceability requires appropriate technology management policies for implementation, which involves an analysis of long-term dynamics. The traditional approaches to evaluating adopted technologies show high and simplifying level or a very detailed and specific level [5]. In this case, the system dynamics simulation may develop insights and learning with respect to the dynamic behavior along supply chain as well as better understand the adoption of technologies. In addition this, the simulation models with system dynamics are particularly useful for analyzing scenarios and technology management policies associated to complex causality. Several studies reported on a methodology based on system dynamics for technological assessment, which is showing the implication of the technological adoption in the long term [1], [2], [5]–[8]. However, these studies not take into account the performance of supply chain as well as its relation with the traceability system.

In supply chain management, a traceability system has a great important due it is considered an effective means of finding and resolving quality problems [9]. Like this, the tracking technology in the food supply chain adopted can improve the quality control of products and setup time associated with the process. The aim of this article is evaluated the traceability systems in terms of inventories and quality control for the Mango supply chain. The novelty of this research is the dynamic perspective that proposes for the evaluation of traceability technology and its effects in the inventory of perishable food in supply chain.
2 Model description

2.1 Simulation model

The simulation model is represented by stock and flow diagram. This model presents the traceability system and quality control of food supply chain. The stock and flow diagram includes three subsystems to assess the adoption of traceability system and quality control in the Mango supply chain. The first subsystem is related with the effects of quality improvement programs on the adoption of traceability system, which generate an impact on quality control of the food. Equations (1) and (2) calculate the quality shortfall and the percentage of quality product controlled by the capacity of traceability system \( tsa \), respectively. Second subsystem represents the effects of the food demand on the technologies investment of production and traceability. The *expected demand of food* (EDF) is calculated as observed in Equation (3) and (4). The last subsystem includes the impact on the product quality generate by the estimated life cycle of the Mango with regard to the amount of product on the inventory. The main equations describing these subsystems are here exposed:

\[
\text{Quality shortfall} = \text{desired product quality} – \text{product quality} \quad \text{[]} (1)
\]

\[
\text{Product quality} = tsa \times \text{effect of life cycle} \quad \text{[]} (2)
\]

\[
\text{EDF} (t) = \text{EDF} (t - dt) + \int_{t_0}^{t} \text{Change of demand} (s) ds \quad [Tn] (3)
\]

\[
\text{Change of demand} = \text{EDF} \times \text{product quality} \quad [Tn/Year] (4)
\]

The base simulation experiment was done based on assumed initial simulation parameters. A synthesis of the main assumptions for the simulation model as well as some input data are presented:

- Given the dynamic of change in the traceability systems evaluated by [2], the simulation horizon was set at 25 years due to time that using for development new technologies.
- The initial parameters are associated with the Mango demand in Colombia reported by the Ministry of Agricultural. In this sense, all the data is indexed to the base year, 2015.
- For the estimation of inventories, the study elaborated by [7] is used in the model. According to study by [10], the percentages of traceability system was considered.

3 Simulation results

The proposed model has been simulated from 2017 to 2042 for better understand the asynchrony in terms of inventories, traceability system and quality shortfall along the Mango supply chain. The results of asymmetries among producer, agribusiness, wholesale and retail trader related with the inventories are shown in Figure 1. This behavior of asynchronies in the inventories of the supply chain was addressed and analyzed by [6] through a simulation model. That study presented the effects of time delays in the shipments on inventories among the stakeholders of supply chain. In our simulation model, the asynchronies in the Mango supply chain affect the quality control due the delays in the adoption of different traceability systems. The results of simulation show that there is a considerable difference between producer inventories and retail trader, which generate difficulties the quality control of traceability system.
Figure 1. Asynchrony of the inventories in the Mango supply chain

When exist different traceability technologies along supply chain can produce an effect of asynchronies on inventories and quality controls. This condition has an impact that affects the performance of supply chain (seasonal inventory average and product quality). Different experiments were considered assessing some possible combinations for the traceability systems adopted by supply chain. The experiments present the synchronies in the supply chain through the performance measure associated with seasonal inventory and product quality. The results show that a better performance in terms of inventory and product quality is base on traceability technologies homogeneous with 258,15 ton seasonal inventory average and 97,14% product quality average along supply chain of Mango. Experiments validate that a common selection of traceability technologies is associated with a better performance in the product quality average. Therefore, the model estimates synchronies as from similarly traceability technology in each players of the supply chain.

4 Conclusions

The relationship of the actors in the supply chain fruit is part of different dynamics that regulate their behavior. In this sense, the dynamics of technology for traceability in the supply chain has a growth that generates impacts on improving the flow of material and information. Therefore, the decision to change and implementation of traceability technologies in the food supply chain requires comprehensive analysis oriented models of relationships and flows between actors of the chain.
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\texttt{.Abstract}

This work presents the development and analysis of a discrete simulation model to study the payback of the investment in a pig farm dedicated to the production of piglets. The model considers the stages of mating, gestation, and lactation typical of the process. The random variables considered were litter size, success at fertilization, and residence times at each of the stages mentioned above. The results show the risks of reaching a certain return period, when the sows remain a certain number of cycles on the farm.

1 Introduction

It is common for investors to be concerned about profitability, as well as for the prompt recovery of money invested in a business. Engineering Economy gives us a rational way of measuring the profitability and liquidity of investments. Performance measures to measure profitability are for example: the net present value, the internal rate of return, the annual value, etc.; In the same way the simple and discounted payback are the traditional ways of measuring liquidity. [1].

The payback of an investment is the speed with which money is recovered, and has been defined as the number of periods necessary for an annual income to equal the initial investment. Under this simple definition are assumed some aspects that many times are not well understood. The first point is that the analyst must somehow estimate the inflows and outflows of the business through the useful life, and then calculate the annual equivalent discounted. In many textbooks that value is given as a data, but the question that arises is: how was calculated? It is probable that this annual income will be positive from the first analysis period, and then the recovery period will be calculated by a simple division between the initial investment and the annual positive flow. Many of these average cash flow are based on long-term behavior, so a new question arises: are long-term estimates valid to be representative of short-term behavior?

The production of piglets on farms has been studied from the stochastic point of view [2,3,4], with simulation models and Markovian decision processes. Some of these models have focused on determining the proper cycle of replacement of the mother sows, while others on the optimal determination of some decision variable, such as the moment of weaning.

This study aims to measure the risk of reaching a certain payback, an important element in the decision-making of a farmer, through the study of the transient state of the system. To this end, we propose a simulation model that considers the main stages of the production process of the farms.

2 Materials and Methods

The model presented here is based on the previous work of [5], which consider the stages of fecundation, gestation and lactation as main processes (see Fig. 1), in these studies the objective was to determine the optimal cycle of permanence of the mother sows in order to achieve maximum daily profit. These works take into account the steady state of the system, since the interest is focused on profitability, rather than on the liquids of the business. Now we model this system to study the payback for a farm of 120 mother sows. An important random variable is the number of piglets born and suitable for sale, the main factor...
of income in the company, Figure 2 shows the box diagram for this variable with respect to the parity number. It would seem obvious to observe this graph that the optimal number to conserve a sow would be 4 or 5 cycles, stages in which the prolificacy is higher, however, the dynamics of the system itself makes that number be eight, as demonstrated in [5], the reason is that replacing it in the cycle 4 or 5, would have the main drawback of introducing to the farm a new sow less prolific than a sow in cycle eight, and would not take advantage of its capacity to generate piglets still in the cycles 6 to 8.

Fig. 1 General view of the simulation model

![General view of the simulation model](image)

Fig. 2 Litter size variability

![Box Diagram](image)

Our model makes use of the definition of payback established in [1], which is the minimum value that satisfies the following inequality.

\[
\sum_{k=1}^{l} (R_k - E_k)(P / F, i\%, k) - I \geq 0 \tag{1}
\]

Where, \( R_k \) and \( E_k \) are the income and expenses in the period \( k \) respectively, \( i\% \) is the MARR, and \( I \) is the initial investment generally realized at the beginning of period one.

### 3 Results and Conclusions

After running the model a certain replication number, to have a 95% of confidence level, the realization
of a typical curve representative of the expression (1) was observed, for example, in the case of preserving the sows nine cycles, a replica showed the behavior in Fig. 3. Here we can see how the net present value equal to zero, which led us to consider two values for payback in expression (1), the minimum and maximum value reached. Figure 4. shows the level of risk to reach a return period between 2 and 3 years.

Fig.3 Realization of the NPV

Fig.4 Payback variability
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Abstract

SAMI is a videogame for learning about bovine cattle production systems, which has been created by the Research Group on Informatics and Telecommunications (INTELEC) of the Universidad Pontificia Bolivariana at Bucaramanga. The game was developed with Unity Engine and its rules are based on System Dynamics. On each game, the player must take decisions and do actions that allow him to correctly run a farm. Those actions are stored in a website which, in order to ease the learning process, provides feedback by comparing the executed actions with those which would have been ideal.

1 Introduction

SAMI aims to teach its players about how bovine cattle production systems work and behave, by providing a close-to-reality interaction and offering feedback. The game provides players with enough resources and mechanics to play and stay engaged, and at the same time helps them to develop skills in taking decisions about selecting the most appropriate breeds, feeding, milk production, treating diseases, buying and selling, among others.

System Dynamics models support the game mechanics. These models represent a cattle farm that the player must administer by taking decisions to simulate experiences. The models are simulated in steps that correspond to months in the game, and the player receives feedback for his decisions both during and after each month. This feedback allows the player to learn, and at the same time provides a sense of progression that motivates continued effort.

2 Contextual Framework

The following are the main topics comprised by SAMI:

2.1. Cattle production systems

In order to administrate a cattle production system, several important factors must be controlled, regarding the amount of available resources and the status of the different related markets, among other [1]. In addition, it is mandatory to understand the different complexities within the system [2] in order to be able to propose and execute strategies for improving it.

2.2. Simulation with System Dynamics

System Dynamics (SD) is a methodology for learning, explaining and recreating phenomena of interest in terms of simulation models [2], which allow the observation of how can the system behave under different circumstances. It works under the assumption that phenomena can be studied as dynamic systems, which can be explained and understood by making experiments of different situations (scenarios), and which show the existing feedback that may exist among variables of the model.

System Dynamics uses five languages of increasing complexity:

1. System verbalization: Explanation in natural language of the available knowledge about the phenomenon.
2. Causal loop diagram: Represents the system structure depending of variables and the relations between them.
3. Stocks-flows diagram: Representation based on elements of System Dynamics, such as flows, level variables, parameters, auxiliary variables, exogenous variables and delays.

4. Mathematical equations: Linear or non-linear differential equations to evaluate the evolution of a variable in time.

5. Model simulations: Visualizations of the data obtained after running the simulations.

2.3. Serious games
Serious games are those designed not only to entertain, but also to educate its players about some topic [3], while usually similar to simulations, they aim to use fun as a way of enhancing the learning process.

3 Proposal
SAMI simulates several characteristics of the system, including feeding, growth, meat and milk production, breeding, health and death, and takes into account specific features of each breed. Players can easily interact with the system through an interface. The development of the game involved the six elements shown in Figure 1: Of Cattle Production System (which, in turn, is composed by five subsystems: demographic, biophysical, productive, financial and health, as expressed in [4]) was realized a Simulation Model with the basis for defining the equations that produced a Program in C# for implementing the Videogame in the Unity framework. The player makes decisions while playing the videogame; those decisions are saved in a XML file, which is exported to a web server after the playing session. The server simulates the results of the game while taking correct decisions; with those results, the player can generate Reports in the Web Information System which allow him to compare his choices with better ones, which is expected to allow him To Learn.

As an example, consider the causal loop diagram and the summary stocks-flows diagram shown in Figures 2a and 2b, respectively. They show six feedback cycles and the main variables of the system, and allow some analysis such as the following:
- Figure 2a shows that empty cows can be bred so they become pregnant cows, which give birth to produce calves and become milking cows. Two cycles are created if calves are left to grow and turn into empty cows, and if milking cows are bred again. At the same time, both calves and milking cows can provide income if sold or milked. Besides it shows that buying empty cows, food or water generates expenses, which decrease the amount of available money.

- Figure 2b shows some of the main variables within the system are the amount of cows, the weight of each cow, the amount of water and food given to each cow and the available money. Stocks (rectangles) in represent them. These values can be changed by flows (circle-shaped valves), which represent events such as income, expenses, purchases, breeding and birth.

![Diagram](image)

Figure 2. Basic causal loop diagram and stocks-flows diagram

4. Conclusions

Simulation models allow the execution of experiments with variations of their parameters. With enough feedback, these experiences improve the knowledge about systems. In SAMI, some of those parameters are the initial budget, animal breeds and costs of buying and selling supplies; by varying them when playing, the player further understands the administration process of cattle productions systems.

It is possible that during gameplay, players make an unconscious analysis of the dynamic system of SAMI, and that the detection of feedback loops in that system is an important ingredient for achieving a sense of progression, engagement and fun. This hypothesis may also apply to other games, both virtual and physical.
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Abstract

Evolutionary computing (EC) relies on the biological behavior of living organisms to obtain better solutions to solve complex problems in polynomial time. Nowadays, the traditional scientific workflow management systems (SWiMS) offer little support for the adoption of EC. Thus, to bridge this gap, we propose the VisPyGMO which uses the Island and Archipelago Model, a traditional EC paradigm to extend the functionalities of the SWiMS by incorporating easy-to-use reusable modules of EC algorithms. Besides, we discuss a real use case using such algorithms in VisTrails; we developed evolutionary scientific workflows which analyzed more than 20 years of historical data to predict the future use of pesticides in the agribusiness.

1 Introduction

Big data, decision-making systems, operational research and Evolutionary Computing (EC) are likely to be of tremendous benefit to the agricultural sector and related agri-food industries of many countries [1]. Perhaps one of the greatest advantage offered by these approaches in the context of pesticides monitoring is that they help us to gain a better understanding of the extent of its uses or contaminations. For instance, the indiscriminate use of pesticides generates serious issues in the environment and human health. Hence, monitoring the use of pesticides is a critical task.

One of the ways to evaluate the levels of pesticides in food that comes to consumer's table is through the indicators of the occurrence of residues. Several countries monitor the occurrence of these residues. For example, in Brazil, this control is executed by the Brazilian Health Regulatory Agency (ANVISA) and in the US by the Department of Agriculture (USDA). The monitoring of residues of pesticides occurs in two ways: (i) direct chemical evaluation of food samples and (ii) prediction through computational simulations of the use of agrochemicals from historical data series [2]. In Brazil, unlike the US, only the first type of monitoring officially occurs.

Simulation-based computing involves several types of paradigms ranging from classical algorithms based on mathematical models to complex multi-objective optimization models supported by Bio-Inspired Algorithms (BIA) and EC [3]. The EC is a family of algorithms for global optimization inspired by biological evolution. Technically, they are a family of population-based trial and error problem solvers with a metaheuristic or stochastic optimization character. EC has as goal to find good enough solutions, without guarantee of the optimal solution, for problems that contain many variables, with multiple targets and present several restrictions. More details about the advantages and disadvantages of using EC over other approaches can found at [3].

Nowadays, the simulations can be performed by scientific workflows. A scientific workflow is an abstraction capable of representing an in silico scientific experiment, where the researcher defines the sequence of the programs that will be executed, their parameters and their data dependencies [4].
Scientific workflows are composed and enacted by Scientific Workflow Management System (SWfMS). Although the SWfMS offer a framework for modeling and executing workflows in centralized or distributed environments, they still lack broad support for adoption of EC and BIA.

Supporting the development of scientific workflows that require EC and BIA for the solution of simulation that includes multi-objective optimization is an open research question. In this work, we propose a novel framework named VisPyGMO. The main goal behind VisPyGMO is to (re)use the general paradigm of parallel EC proposed by Izzo et al. [5] and to incorporate generic EC and BIA algorithms into the traditional SWfMS.

VisPyGMO was conceived to be easily used by researchers with little knowledge of computational intelligence or optimization; allowing them to take advantage of EC to model predictive workflows that deal with complex optimization problems that involve large volumes of data. The framework was implemented in the Vistrails [6], one of the most common general-use SWfMS in the literature.

2 VisPyGMO

VisPyGMO uses as theoretical foundation the Island and Archipelago paradigm proposed by [5] to encapsulate parallel EC algorithms. The algorithms we have used are Particle Swarm Optimization (PSO), Fish School Search (FSS), Firefly Algorithm (FA), Ant Colony (AC), Artificial Bee Colony (ABC) and Differential Evolution (DE) [7]. These algorithms can be applied to a large family of optimization problems. Besides, the algorithms we used have native support for parallel computing and were fully compatible with PyGMO libraries (http://esa.github.io/pygmo/). We (re)use these libraries due to the following technical reasons. (i) offer more than 20 types of general-purpose optimization algorithms distributed in three categories (heuristic, metaheuristic, and local optimization); (ii) have native support for parallelism via MPI [8]; (iii) the EC modules are easy to be used in the evolutionary workflows, having few parameters to adjust and; (iv) the algorithms are open-source being underpinned by an active community of developers.

The current version of VisPyGMO is being deployed in Vistrails as a package which is composed of several EC modules, each representing an evolutionary algorithm (e.g., PSO, SA, ABC and DE). All EC packages and modules have been implemented in Python and the algorithms in C ++ and Python.

2.1 Proofs of Concept

Despite being one of the world's largest consumer of pesticides, Brazil still does not have trusted open datasets that contain information about the occurrence of pesticide residues in food. Thus, to evaluate VisPyGMO, avoid analytic bias and, to generate predictions based on evolutionary workflows, we used datasets obtained from the USDA1. The raw data were scattered over long series of more than 20 years of analysis of the occurrence of pesticide residues (from 1992 to 2015), with a population of over 40 million of analyzes and 670 classes of pesticides in approximately 80 MB of structured data. The datasets contain data on food type, pesticide name, sample collection location, detected quantities, detected concentration, timestamp information, among others.

The proofs of concept aimed to assess the functionality of the VisPyGMO; one of the first steps when choosing an appropriate research method is to clarify the research question [9]. Our research question was: "What are the most common pesticides used in the US and what are their future consumption trends in the next five years?"

The preliminary experiments we have executed can be summarized as follows. They were divided into two parts. In the first, we developed a scientific workflow (not discussed in the abstract) that pro-

---

1 https://www.ams.usda.gov/datasets/pdp/pdpdata
duces fault-free series of data and generates all the islands, grouped into agronomic classes of pesticides and food types. After that, we ranked the top ten pesticides (islands) with higher residues in food samples. We detected that malathion was the most common pesticide used in the last twenty years in the USA, its island was composed of 6,954 samples.

The second part is characterized by another workflow (Figure 1). It was developed in VisTrails using VisPyGMO’s modules. We used DE modules to predict the consumption trends of each class of pesticide. We decide to use DE because it is an evolutionary algorithm used in global optimization problems and it is used to find approximate solutions. Finally, to visualize the tendencies, an ARIMA graphic projection was added to the workflow. The experiments were configured with 95% of tolerance in the presentation of the projections.

3 Conclusion

Investigations that require simulations and predictions based on large datasets are gaining momentum in several areas of science, including agricultural sciences [10]. Our contribution allows researchers the use of evolutionary algorithms in SWfMS in a simplified way. As proof of concept, we developed new reusable EC modules based on the Island/Archipelago paradigm to be used in SWfMS. Also, our initial experiments exploited real datasets to predict future uses of different classes of pesticides in agriculture. As future work is intended to include new optimization algorithms in VisTrails, for example, genetic algorithms, Monte Carlo searches in parallel clusters and cloud environments.
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Abstract

The aim of this study was to model the temperature and relative humidity on the 45 sensory points inside the greenhouse, using boosted regression trees. Our results show that internal variability of conditions can be modeled as a function of greenhouses’ characteristics and external conditions. Even in the worst scenarios, most models could capture the internal variability, indicating that this approach can be used in evaluation of greenhouse’s heterogeneity in different weather conditions and structure configurations. Differences in performance seem to be related to changes in variability across time.

1 Introduction

The demand for food is crescent in a scenario where the population is growing and the resources are increasingly scarce. Protected cultivation associated with technologies that prioritize the usage of resources according to the plant’s necessities can be a viable alternative to increase crop yield in a sustainable way. This growth in yield provided by the use of greenhouses is mostly related to the protection from extreme conditions. The use of sensors in greenhouses can also be a factor for gain in production, since the highly monitored environment allows for a more effective control.

Bojacá et al. [1] analyzed the temperature gradient inside a greenhouse and its influence on the yield of the cultivar. They also determined the reliability of the use of geostatistical methods to be applied as a tool for estimating this gradient. Those authors found that the horizontal temperature gradient inside a greenhouse can be as high as the one between the inside and the outside. Climate gradients can cause differences in yield and plant’s characteristics, as well as promote an environment that favors the development of diseases [2].

Despite that, often studies regarding greenhouses’ environment consider their microclimate to be uniform [3]. The data is often obtained using one or few sensory points in the geometrical center of the greenhouse. Furthermore, works that try to model the interior of these environments usually predict the average of environmental factors such as relative humidity (RH) and temperature [4-5].

Considering that the internal conditions are a function of external environment and of the configuration of the greenhouse, one approach could be use this information to model internal heterogeneity. In this study, we modelled temperature and relative humidity in different locations inside a greenhouse given different external conditions and structure configurations. Using boosted regression trees (BRT), we were able to model the internal conditions across the greenhouse with a maximum mean absolute error (MAE) of 0.51 °C for temperature and 3.33% for the RH.

2 Materials and methods

2.1 Experimental structure

Data was collected between June of 2014 and February of 2015, at a greenhouse installed in the experimental field of the School of Agricultural Engineering of the University of Campinas, Campinas/SP (22° 49’ 06” S, 47° 03’ 40” W and 635 m above sea level) [6]. The greenhouse had a floor dimension of 117 m², width of 6.4 m, length of 18.3 m and height of 4 m.
A wireless sensor network was deployed with 45 sensors inside the greenhouse, acquiring temperature and RH data. Two weather stations near the experimental field were used to supply the database with the amount of rain, temperatures, RH, wind velocity and direction and radiation. Structural elements, such as the use of plastic cover, zenithal window opening and exhausters were analyzed for five configurations.

2.2 Data analysis

Models were developed using the gbm package from R software. Different models for temperature and RH were created for 5 scenarios using the external conditions and greenhouse configurations (Table 1) as inputs.

<table>
<thead>
<tr>
<th>Greenhouse Configuration</th>
<th>Lateral cover</th>
<th>Zenithal window</th>
<th>Superior Exhauster</th>
<th>Inferior Exhauster</th>
<th>Thermo-reflective screen</th>
<th>Porous pad</th>
<th>Data acquisition period</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Plastic</td>
<td>Closed</td>
<td>Off</td>
<td>Off</td>
<td>None</td>
<td>Off</td>
<td>06/15/2014 - 06/24/2014</td>
</tr>
<tr>
<td>2</td>
<td>Plastic</td>
<td>Closed</td>
<td>On</td>
<td>On</td>
<td>None</td>
<td>Off</td>
<td>06/26/2014 - 07/05/2014</td>
</tr>
<tr>
<td>3</td>
<td>Plastic</td>
<td>Closed</td>
<td>On</td>
<td>On</td>
<td>Installed</td>
<td>Off</td>
<td>08/31/2014 - 09/09/2014</td>
</tr>
<tr>
<td>4</td>
<td>Insect screen</td>
<td>Closed</td>
<td>On</td>
<td>Off</td>
<td>None</td>
<td>Off</td>
<td>10/14/2014 - 10/23/2014</td>
</tr>
<tr>
<td>5</td>
<td>None (Opened)</td>
<td>Opened</td>
<td>Off</td>
<td>Off</td>
<td>None</td>
<td>Off</td>
<td>11/27/2014 - 12/06/2014</td>
</tr>
</tbody>
</table>

Table 1: Structural elements and data acquisition period for the 5 analyzed greenhouse’s configurations

The data analyzed presented a temporal structure that needs to be specially handled. We sorted the data in a crescent time order, splitting the data frame in two samples, train and test, not randomly divided. The oldest data was used for training and the newest, for testing. Cross-validation for hyperparameter tuning was performed only on the train sample, using for each of the recursive iteration a bigger amount of data. All the iterations receive the same splitting method already mentioned.

3 Results and discussion

The best models for temperature were obtained in scenarios 4 and 5, with a MAE of 0.24 and 0.36 °C, respectively. The worst models for temperature were obtained in scenarios 1, 2 and 3 and achieved a MAE of 0.46, 0.47 and 0.51 °C, respectively. The best models for RH were obtained in scenarios 2, 3 and 5, with a MAE of 1.75, 1.20 and 1.33 %, respectively. The worst models for RH were obtained in scenarios 1 and 4 and achieved a MAE of 3.33 and 3.30 %, respectively.

Most models were able to model the greenhouses’ spatial variability across time. The variability of internal conditions can be viewed in Figure 1, in which the actual and predicted values of temperature and RH are presented for the 45 points. When conditions are homogeneous all curves are near each other in the timestamp and a small vertical spread is observed. The large vertical spread is observed when high variability occurs.

In scenarios 4 and 5, which provided the best temperature models, there was a small variability of temperature across the entire period. This did not happen for scenarios 1, 2 and 3, in which variability changed across the test period. The worst RH models, obtained with data from scenarios 1 and 4, seem to have different sources of error. In scenario 1, high heterogeneity was observed during the day and low variability was observed during the night. The model was not able to capture the variability during the day. In scenario 4, the model failed to predict the RH saturation during the nights, underestimating RH.
Figure 1: Graphics of greenhouse’s internal conditions, actual and predicted, for the 5 considered configurations. a) Temperature. b) RH.

Our results show that internal variability of conditions can be modeled as function of greenhouses’ characteristics and external conditions. Even in the worst scenarios, most models were able to capture the internal variability, indicating that this approach can be used in evaluation of greenhouse’s heterogeneity in different weather conditions and structure configurations. Differences in performance seem to be related to changes in variability across time.
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Abstract

When applying machine learning techniques to agricultural phenomena, data cannot be assumed to be independent, given the potential spatial autocorrelation between samples. This has an impact when creating independent datasets for model assessment. To solve this, samples can be grouped in spatial blocks that are randomly used for splits. In this work, we evaluated the usual and the blocking approaches in the development of sugarcane yield models. The two workflows were evaluated for hyperparameter adjustment, model selection and evaluation. The conventional approach severely underestimated the generalization error and lead to more complex models, potentially overfitted to the training data.

1 Introduction

In sugarcane production, the availability of harvesting, meteorological and management data makes it possible to apply machine learning techniques to estimate yield. When using such models, the spatial autocorrelation between samples can be detrimental to several steps during model development, in special, model assessment. Spatial autocorrelation (SA) measures how much the correlation of values of a variable is attributed to its geographic location [1]. In agriculture, adjacent locations have higher probability of presenting similar characteristics, due to soil type and composition, meteorological conditions and crop management being the same for large areas.

The presence of SA in data used for modeling crop yield violates the premise of data independence. This violation leads to similar observations being used for training and testing data, which may result in an optimistic prediction error in the final model [2]. There are different ways in which standard techniques for modeling and organizing data may be modified to account for the presence of autocorrelation. A general strategy to increase independence is to split the data into blocks, based on spatial location [3].

In a crop prediction study [2], the data sets for the harvest of two different fields were segmented in clusters with approximately the same amount of observations. The spatial cross validation approach used in this work assigned the clusters to the folds, instead of individual observations. Comparing the errors of the spatial and non-spatial setups, the latter led to a substantial underestimation of the prediction error.

In this work, we compared the usual protocol for dividing datasets with the spatial blocks protocol in the development of sugarcane yield models. We used data from three sugarcane mills, with varied areas and field configurations, studying the impact of spatial autocorrelation in the separation of folds for training and testing data in hyperparameter adjusting of the model, adapting a previously presented technique [2].
2 Materials and Methods

Our dataset consisted of production data from three mill areas from Odebrecht Agroindustrial, in Brazil: UCR – Usina Costa Rica (Costa Rica – MS), URC – Usina Rio Claro (Caçu - GO) and USL – Usina Santa Luzia (Nova Alvorada do Sul – MS), through the period from 2012 to 2015. The number of observations available for both URC and USL was close to 5000 each, while close to 3000 observations were available to UCR. The dataset included data regarding harvesting, inputs, soil properties and classification, to which we added meteorological information from the area, such as rain, temperature and solar radiation. Dataset construction followed the procedures presented by [4].

The methods for generating models for both approaches were similar, differing only on how we separated data in the steps of training and testing, while adjusting model parameters. We started defining three validation sets: for each mill, we selected groups of fields that were, at least, 3 kilometers apart from nearby fields, in an attempt to reduce spatial correlation between them. In each mill, the validation set consisted of, approximately, 20% of the number of fields used in modeling.

In the standard (STN) approach, we randomly divided observations for training and testing sets. We also randomly assigned each field to different folds for cross validation. In the spatial approach, we used a k-means algorithm to cluster the data and then randomly assigned clusters of fields to training and testing. For the spatialized cross validation (SCV) approach, clusters, rather than individual observations, were assigned for the different folds.

Models were generated by using regression techniques available in R libraries. In both approaches, we utilized Boosted Regression Tree (BRT, from gbm package [5]), Support Vector Regression (SVR, from e1071 package[6]) and Random Forest (RF, from randomForest package [7]) to build the models. In order to adjust each technique’s hyperparameters we used random search [8]. The configuration with best performance was used to train a model in the training set and further evaluated in the test and validation set.

3 Results and discussion

A summary of the results is displayed on Table 1. Overall, the SCV and STN workflows resulted in different models in each mill for all techniques, except for SVR in USL. Error estimates in the training and testing sets with SCV were higher than STN and closer to the error in the validation set. Both workflows resulted in models with similar errors in the validation set. The performance in the validation set was similar to both approaches, but the STN workflow favored models with increased complexity, like larger number of trees for BRT and RF. The best model for the UCR mill was the RF, while SVR was the best model for both URC and USL. This is similar to previous results for sugarcane yield modeling [4], in which RF and SVR resulted in better models.

When comparing the outcome of both workflows, the resulting error rates behaved according to the expected. The naive approach of random sampling severely underestimated the generalization error, which was best tracked with the SCV workflow. Surprisingly, tracking the error correctly did not enable the SCV workflow to produce a better model for each mill, despite the technique. Considering the gap between training and validation error in the STN workflow, the models seems over fitted to the training set and this was not correctly tracked by the error in the test set.
Table 1. Mean absolute errors (t ha\(^{-1}\)) in training, testing and validation for models generated by each of the three techniques (BRT, boosted regression trees; SVR, support vector machines; RF, random forest) for the two workflows (WF) being standard (STN) spatial cross validated (SCV). Mean absolute error [t ha\(^{-1}\)] is presented for the training, test and validation (Val) sets.

The best model performance for the URC and USL mills were similar (close to 15 t ha\(^{-1}\)), while the best model for the UCR mill was higher (17.5 t ha\(^{-1}\)). This could be caused for the smaller dataset available for the UCR mill. The gap between test and validation error in the SCV approach could still be related to differences in the feature spaces in the sets. When the data is divided following a spatial structure, it is possible that certain conditions were not present in both datasets [3].

Our analysis indicated that addressing spatial autocorrelation between observations when developing yield models resulted in a better estimation of the error. Using STN might underestimate the validation error, degrading the models’ practical application.
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Abstract

The present work defines a multiobjective model to address the problem of determining the optimal intensity of livestock activity in a protected natural zone of the Peruvian Andes. The model incorporates both economic and environmental aspects and aims to serve as a tool for a sustainable management of the activities of the primary sector in spaces that require special protection.

1 Introduction

Huascaran National Park (HNP) is a protected area in the Peruvian Andes; with an extension of 340,000 Ha, it was declared a protected natural area in 1975 and World Heritage Site in 1985. In the park there are 42 human settlements (small communities) that carry out livestock activities of grazing. The cattle, especially beef cattle and sheep cattle, have been within the protected area since before it was declared a national park; however, the grazing animals within the park constitutes a conflict in the zone. In this context it is necessary a system capable of monitoring the livestock activity in the park and determine the optimal number of animals according to different environmental and economic criteria. The multiobjective decision-making techniques are therefore very suitable for this purpose.

In order to generate and test an optimization model, a small area in the HNP was selected. In this area there are clearly differentiated two grazing zones with particular characteristics that recommend changing the animals from one zone to another depending on the time of year (dry season or rainy season).

2 Model description

The proposed model aims to determine the number of animals that will be in the pastures in each one of the seasons (dry and rainy), the number of animals that will be sold at the end of each season, and the specific moment in which it will occur the change between the two pasture zones. That is, the model considers 73 decision variables:

- \( t_c \) is a numeric variable with values between 0 and 365 that represents the time (day of the year) in which the animals will move from the low to the high zone and in which the sale of some animal can also occur. Time \( t_0=1 \) corresponds to the beginning of the dry season
- \( X_{ves} \): Number of animals of the variety \( v \), age \( e \) and sex \( s \) that will be grazing at the beginning of the dry season (\( t_0 \)). In the model two varieties (bovine and ovine) and 6 age groups (0-6 months,
6-12 months, 12-18 months, 18-24 months, 24-30 months, more than 30 months) are considered.

- $V_{1_{vse}}$: number of animals of the variety $v$, age $e$ and sex $s$ that will be sold at the end of the dry season ($t_c$).
- $V_{2_{vse}}$: number of animals of the variety $v$, age $e$ and sex $s$ that will be sold at the end of the rainy season ($t_f = 365$).

There is a set of model parameters that are necessary to define the objective functions: cattle sales prices; fertility rates; probability of birth of females versus males; daily caloric intake required by each type of animal; livestock equivalence in terms of dietary needs of different age groups; maximum percentage of exploitation of the capacity of a pasture zone.

Sustainable development requires implementing suitable policies integrating several competing objectives on economic, environmental, and social aspects. In this case, the model considers economic objectives such as maximizing the sale value of animals ($Obj_1$) or the value of the livestock at the end of the season ($Obj_2$). Another objective is related to the need for a balance of the livestock (female/male ratio, age distribution); in order to do this, an equilibrium index is defined based on the recommendations of experts on the proportions between males and females and between animals of different ages. The objective is the maximization of this index ($Obj_3$). Finally, environmental objectives are considered, trying to minimize the environmental impact of the activity in each of the two study zones ($Obj_4$ and $Obj_5$). Consideration should be given to the vegetal cover of each area and the animal feed requirements.

To estimate the amount of pasture available in each area, several field trips have been carried out to generate an inventory of the flora of the areas. Satellite images has also been used to estimate the availabilities of grass from the chromatic analysis of the images.

As in any optimization model, a number of restrictions must also be considered, limiting the values of the different variables: temporary restrictions on the migration or sale of animals, restrictions that prevent over-exploitation of grazing areas or equilibrium requirements in livestock.

3 Multiobjective techniques: practical application of the model

Many of the existing multiobjective decision-making techniques are not effective when the number of objectives to consider is high, even when this number is greater than 3. The multiobjective problems with more than 3 functions have been called in the existing literature as many-objective problems, and are characterized by the exponential increase in the number of non-dominated solutions generated by evolutionary techniques that aim to approximate Pareto front. On the other hand, these problems with many objectives require a greater number of solutions to try to approximate this Pareto front in addition to the difficulties in the visualization of the solutions obtained [3]. In this situation, it is necessary to use strategies that reduce the number of objectives without affecting the general structure of the problem [1]. In the context of this work we are exploring the use of two different strategies:

1. Analysis of correlation coefficients on the space of objectives in a sample of feasible points in order to select the two most conflicting criteria. Later, the use of a multicriteria evolution algorithm based on PSO (Particle Swarm Intelligence) allows to obtain an approximation of the Pareto front [2].

2. AHP (Analytic Hierarchy Process) approach [4] to generate a multi-level hierarchical structure of objectives. A set of pairwise comparisons is used to obtain the weights of importance of the decision criteria, and to define a unique objective function. In order to carry out the relative comparison of the importance of the different economic and environmental objectives, we have used valuation questionnaires for agents involved and with different profiles (environmental experts, farmers, policy makers).

This preliminary work wants to present the formulation of the problem, which is in working process still. So far, an important effort has been made to obtain information, generate environmental audits of
study areas and construct a multiobjective decision model that integrates the different factors presented. The developed model is presented in this work and allow the generation of a computational tool that can perform simulations of the impact of livestock activity on the study area, raising the awareness of farmers in the area to promote the sustainability of their production, both economically and environmentally. Those responsible for managing the HNP are also provided with an instrument that can support them in their decision-making.
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Abstract

In the LCA+DEA approach different DEA models are used to assess the eco-efficiency of units and to obtain a single target for each inefficient unit. A multiobjective DEA model (MORO) provides a set of targets for each inefficient unit, from which the decision maker can choose. This model is used to assess the eco-efficiency of organic blueberry orchards and their set of targets. The results are discussed and compared with those using the BCC model and as well as the targets for the inefficient units. The advantages of the MORO over the single objective DEA models are discussed.

1 Introduction

LCA+DEA approach has been used to determine the eco-efficiency of units taking into account both the operational and environmental aspects of units (services and processes). Besides the eco-efficiency index for all units (identifying best practices), DEA models provide targets for inefficient units to become efficient. A review of applications and approaches for the LCA+DEA can be found in [1, 2]. In this paper, a multiobjective DEA approach is used, a set of models called the MORO models, which provide a set of targets for each inefficient DMUs instead of only one target. A set of targets provide flexibility to the decision makers (the manager or owner) from where to choose according to their operational/managerial needs or possibilities. As the MORO models do not provide an efficiency index for each target, the Index based on vector properties [3] will be used to determine the efficiency of each target. This index can also be used to choose the better target for an inefficient DMU. The same group of organic blueberry orchards, as well as the four-step approach for LCA+DEA from [4], used to implement the LCA+DEA. to illustrate the use of the model and a discussion of results and comparison will be made.

2 Material and Methods

In the four-step approach proposed by [4], the first step is the LCA inventory (i.e. the LCI) and the second step is the environmental characterization (only the carbon footprint estimation of the orchards is considered in the study). This two steps were performed by [5] in a LCA evaluation of five organic blueberry producers (identified by A, B, C, D, E) from central Chile and from three different harvest seasons, 2011/2012, 2012/2013 and 2013/2014. As it was not possible to obtain all data for the 2011/2012 season for producer A, that season for this producer is not considered.

The third step is eco-efficiency assessment using and output oriented DEA model (efficiency indexes, best practices and targets). In this paper, a multiobjective DEA model, called MORO [6, 7] will be used that obtains a set of targets providing this way flexibility to the orchards. As in [4] it will be used as inputs Fertilizers (kg/season) and Energy (MJ/season); and as outputs Production (kg/season) and Carbon Footprint – CF (kg CO₂-eq/season), this last one as an undesirable output (a product of the
process to minimize). The MORO model for the four variables in this study is presented in (1), where Production is a variable to maximize and CF is a variable to minimize.

Max $\phi_0$

Min $\varphi_0$

subject to

$$\sum_{i=1}^{n} x_i \lambda_j = y_{Pj}, \sum_{i=1}^{n} y_{Cij} \lambda_j = \varphi y_{C0j}, \sum_{i=1}^{n} x_i \lambda_j \leq x_{i0}, i = \text{fertilizers, energy}; \phi_0, \varphi_0, \lambda_j \geq 0$$

In this model $\phi$ is the factor to increase Production, $\varphi$ the factor to reduce CF, $\lambda_j$ is the contribution intensity of benchmark j to the target of the observed orchard-season, $x_{ij}$ is the input i of DMU j, $y_{Pj}$ and $y_{Cij}$ are the Production and CF of DMU j, respectively; 0 refers to the DMU under evaluation. Two additional restrictions are introduced to ensure that the output production does not reduce ($\phi \geq 1$) or the undesirable output, CF, does not increase ($\varphi \leq 1$), this is called the MORO-D. Moreover, as in [4] a variable returns to scale (VRS) will be consider by adding the restriction $\sum \lambda_j = 1$, the model will be called the MORO-D-VRS model. This model is used for each orchard-season. As the MORO models do not provide an efficiency index, the index based on vector properties by [3] is used to determine an efficiency index for each target provided by the MORO-D-VRS model. For this case study, the efficiency index, $h$, of each target is presented in (3). The fourth step of the approach is the determination of the factors targets, factor that contribute to CF, which is done following the procedure presented in [4] that used the best practiced and targets determine the previous step.

$$h = 1 - \sqrt{(1-\varphi)^2 + (1-1/\phi)^2}$$

3 Results, discussion and conclusions

The MORO-D-VRS model is used to evaluate 14 orchards-season, when an orchard is efficient both $\phi$ and $\gamma$ are equal to one, meaning that no changes are required for these variables. For the inefficient orchard-seasons, the model found from 2 to 4 different solutions/targets. Table 1 presents the set of targets for the inefficient orchard-season E 13-14.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Variations for the variables</th>
<th>h index (%)</th>
<th>Targets levels (kg/season)</th>
<th>Benchmarks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\phi$</td>
<td>$\gamma$</td>
<td>Production</td>
<td>CF</td>
</tr>
<tr>
<td>1</td>
<td>1,75866</td>
<td>1</td>
<td>56.86</td>
<td>144738</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.476809</td>
<td>47.68</td>
<td>82300</td>
</tr>
<tr>
<td>3</td>
<td>1.28797</td>
<td>0.630843</td>
<td>56.84</td>
<td>106000</td>
</tr>
<tr>
<td>4</td>
<td>1.03281</td>
<td>0.484787</td>
<td>48.38</td>
<td>85000</td>
</tr>
</tbody>
</table>

Table 1: Results for the inefficient orchards using the MORO-D-VRS for orchard-season E 13-14.

Table 1 presents four different targets. This table also presents their eco-efficiency index (h index), and their respective levels to be achieve to become efficient. It is worth to point out that all efficient orchard-season deemed efficient in [4] are also efficient using the MORO-D-VRS model. Once the targets for Production and CF are obtained, the targets for the factors that contribute to the CF are determined and presented in Table 2. These new levels are determined using the benchmarks (best practices) and their intensities for each target to achieve the target CF determine by the MORO-D-VRS model.
Table 2: Targets for the factors that contribute to CF for the orchard-season E 13-14

From this set of target, the orchard-season E 13-14 can choose the target in different ways: the most efficient, the one that prioritizes production, the one that prioritizes CF, the one that is a compromise between increasing Production and reducing CF, the one that represents a feasible variation in the production and the resources used in the process, or the one that has only one benchmark. The most efficient target, solution 1, maintains the CF but needs to increase its production in nearly 76% more. There are two benchmarks, A 13-14 and B 12-13, so the targets for the factors in table 2 follow the practices of these benchmarks and their intensities. The one that prioritizes Production is coincidently the same as before. The one that prioritizes CF is solution 2, which has to reduce its CF in nearly in half, that has two benchmarks, C 11-12 and D 12-13, and its respective targets in table 2 follow the practices from these benchmarks and their intensities. The one that is a compromise between variations in production and CF are solution 3 and 4. The one that represents the feasible variations in the variables depend on the characteristics of the orchards, targets levels have to be verified and determine if they are feasible from a managerial/operational point of view. Finally, the one that has only one benchmarks has a relevance in many instances where it is difficult to embody practices from more than one benchmark, which one is to be followed? In these cases, it is preferable to choose a solution that has only benchmark, like solutions 3 or 4, in this way guidelines become clearer and change may become easier to implement.
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Abstract

The agricultural activity has impact on environmental sustainability. The eco-efficiency plays a fundamental role. This concept is defined as the delivery of goods, using fewer resources and decreasing environmental impacts. In this research, we assess the eco-efficiency of Chilean vineyards with the joint use of Carbon Footprint (CF) and Data Envelopment Analysis (DEA). After determining the GHG emissions, basic DEA models were used to determine the eco-efficiency (CCR and BCC models). The results show few efficient vineyards. For inefficient vineyards, DEA models set targets for increasing grape production and reducing agrochemicals consumption.

1 Introduction

The joint implementation of LCA and DEA can assess the operational and environmental performance of multiple units. This approach has the advantage of detecting and changing technical inefficiencies that are the source of unnecessary environmental impact. LCA propose indicators to evaluate different impacts to environment. The CF is one of these indicators that seeks to assess the GHG emissions that contribute to Climate Change. Recently, the CF + DEA approach was proposed by [6] as a combination of CF and DEA to benchmark operational and environmental performance in terms of GHG emissions in energy entities. In this research, the CF + DEA approach proposed by [5] is applied for evaluating the eco-efficiency of nine Chilean vineyards. This evaluation follows the eco-efficiency definition, which is to deliver goods using fewer resources and reducing the environmental impact.

2 Material and Methods

For the eco-efficiency assessment, we used the four-step method proposed by [5]. In the first step, the Life Cycle Inventory (LCI) is estimated. In this step, it is necessary to collect the inputs and outputs data relevant for the system. Data of 2015/2016 season from nine vineyards located in the Chilean Central Valley were collected. The second step calculates the carbon footprint (CF) of the nine vineyards. In this step, 1 kg of harvested grape is considered as functional unit. Besides, the system boundary is set from cradle-to-farm gate. The method used to evaluate the CF for each vineyard follows the ISO 14040 general framework [4] and the CF is calculated according to PAS 2050 standard [1] with its specification for horticulture PAS 2050-1 [2]. The assessment of CF was modeled in Ccalc2 v1.43. The third step
corresponds to eco-efficiency assessment using output oriented DEA models. In this evaluation, CCR and BCC models are used. The efficiency index, best practices and targets are identified. The inputs considered for each vineyard are: Fertilizers (kg/season), Pesticides (kg/season). The outputs are: Production (kg/season), CF (kg CO\textsubscript{2}-eq/season). The CF is an undesirable output, so we seek to minimize. We propose to deal with undesirable outputs using the multiplicative inverse transformation proposed by [3]. In this way, we are able to identify efficient units that maximize production with low CF emissions. The DEA models were implemented in IBM ILOG CPLEX Optimization Studio 12.6 on an Intel® CoreTM i5-337U processor, operating at 1.80 GHz. Finally, the last step establishes a method to determine the factor targets in order to achieve CF reduction. This step proposes to replicate benchmark practices (the best practices of real farmers), for each inefficient vineyard.

3 Results, discussion and conclusions

For each vineyard, the data were obtained in several face-to-face interviews. The non-productive stages of the crop (e.g., planting and growing) and pruning residue treatments (burning, mulching, etc.) are excluded from this evaluation. The obtained results in the second step are presented in Figure 1. In this figure, it is possible to note that, in average, 50% of CF comes from fertilizers, while 46% corresponds to pesticides. Only 4% is contributed by energy.

![Figure 1. Contribution of the factors in the vineyards’ carbon footprint](image)

The efficiency index obtained in the third step using the CCR and BCC models is presented in Table 1. The BCC model identifies three efficient vineyards (V4, V7, V8), while CCR model identifies only one efficient vineyard (V4).

<table>
<thead>
<tr>
<th>Vineyards</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>V5</th>
<th>V6</th>
<th>V7</th>
<th>V8</th>
<th>V9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency CCR</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>1</td>
<td>0.1</td>
<td>0.5</td>
<td>0.4</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Efficiency BCC</td>
<td>0.8</td>
<td>0.5</td>
<td>0.6</td>
<td>1</td>
<td>0.6</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 1. Efficiency indexes of CCR and BCC models

Since BCC model considers scale and operation differences, we use only this model for estimating vineyard targets. Production and CF targets for inefficient vineyards are shown in Table 2.

<table>
<thead>
<tr>
<th>Inefficient Vineyards</th>
<th>Production (kg)</th>
<th>Production Target (kg)</th>
<th>CF (kg CO\textsubscript{2}-eq)</th>
<th>CF Target (kg CO\textsubscript{2}-eq)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>147049</td>
<td>180968</td>
<td>19195</td>
<td>15597</td>
</tr>
<tr>
<td>V2</td>
<td>23436</td>
<td>50820</td>
<td>2348</td>
<td>716</td>
</tr>
<tr>
<td>V3</td>
<td>72650</td>
<td>120954</td>
<td>11143</td>
<td>1186</td>
</tr>
<tr>
<td>V5</td>
<td>131847</td>
<td>217207</td>
<td>23504</td>
<td>12290</td>
</tr>
<tr>
<td>V6</td>
<td>63063</td>
<td>70422</td>
<td>23504</td>
<td>769</td>
</tr>
<tr>
<td>V9</td>
<td>44547</td>
<td>60762</td>
<td>6124</td>
<td>733</td>
</tr>
</tbody>
</table>

Table 2. Production and CF targets
The factors targets for CF reduction are shown in Table 3. According to this table, an average reduction about 59% of fertilizers is proposed, while an average decrease around 81% of pesticides is estimated.

<table>
<thead>
<tr>
<th>Inefficient Vineyards</th>
<th>Fertilizers (kg)</th>
<th>Target of Fertilizers (kg)</th>
<th>Pesticides (kg)</th>
<th>Target of Pesticides (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>6000</td>
<td>5312</td>
<td>797</td>
<td>441</td>
</tr>
<tr>
<td>V2</td>
<td>610</td>
<td>331</td>
<td>111</td>
<td>4</td>
</tr>
<tr>
<td>V3</td>
<td>3644</td>
<td>472</td>
<td>415</td>
<td>20</td>
</tr>
<tr>
<td>V5</td>
<td>7832</td>
<td>3769</td>
<td>821</td>
<td>403</td>
</tr>
<tr>
<td>V6</td>
<td>1068</td>
<td>338</td>
<td>393</td>
<td>7</td>
</tr>
<tr>
<td>V9</td>
<td>731</td>
<td>59</td>
<td>890</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 3. Factor target for CF reduction

As expected, the CCR efficiency scores were lower than the BCC’s, allowing to establish a ranking for nine vineyards. However, we do not suggest the CCR model application, because this model assumes constant returns to scale, which means that an increase of inputs will produce a proportional increase in the outputs. This proportional increase is constant independently of the size or scale in which the vineyards operates.

Finally, we expect that inefficient vineyards follow the operational and managerial guidelines of their related benchmarks. When an inefficient vineyard has more than one benchmark, it is necessary to identify which ones have greater intensities, because that means these benchmarks have similar characteristics than the inefficient vineyard.
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Abstract

Modern technology makes possible to collect large amount of data that can be processed and transformed in valuable information for several human activities. Forest industry particularly can take advantage of such technology because of modern forest harvesters are equipped with a system for data collection and communication called StanForD. Data mining allows users to process large databases to determine trends and patterns. In this extended abstract we present a brief revision of the literature dedicated to the issue and, also, we indicate synthetically future research directions that could be useful for forest operations management. Some DM techniques are artificial neural network and decision tree and they are used to perform association, classification and clustering. Nonetheless, data mining techniques have been successfully applied to several fields, e.g. industry, marketing, sociology, economy, agriculture and environmental sciences.

1 Introduction

The amount of data recorded and stored daily is growing due to the use of technology with automatic data collection capabilities. By processing this data trends and patterns can be determined to use as input in the decision making process in many activities.

Given the amount of data available, to transform the data into information it is necessary to use special techniques that can handle and process the data. Data mining (DM) techniques arise as the solution to the problem. DM is the process of applying Computer Based Information Systems (CBIS) for discovering knowledge from data [1]. DM applications started in the 1960s, its baseline is grounded by disciplines such as machine learning, artificial intelligence, probability and statistics [2].

Knowing the impact variables on the forest harvesting productivity, transport of forest products, plantations establishment, silvicultural practices, among others factors, would make possible to manage such variables more efficiently across the forest industry. In addition, the technology used for harvesting in forest plantations in countries like Uruguay provides a mechanism to automatically record data from forest harvesters during the operation. In this sense, the DM allows to discover patterns and trends useful to predict the behavior of a system and interrelations of interest [3]. Thus, it would be a strategical issue to process that automatically collected data in order to support the decision making process. In this extended abstract we present a brief literature review of data mining implementations on forestry systems, and then, some new possible implementations with impact in forestry management are discussed.

2 Literature review

Different techniques are used for DM, e.g. artificial neural network, regression trees and decision tree (DT), and others [2, 4]. DM has been successfully applied to industrial processes manufacturing, marketing, sociology and others; however, there is little evidence of application to forestry, environmental sciences and agriculture. In [5], authors compared linear and regression tree analyses for
forest attribute estimations and their spatial modeling. The results of analysis showed that, statistical models of stand volume, tree density, species richness and reciprocal of Simpson indices using tree regression analysis had higher adjusted compared to linear regression models. Using DM techniques, [6] estimated the risk on forest fire and some of the methods analyzed were multilayer perceptron, radial basis function networks, support vector machines and fuzzy logic. They used historical forest fire records, which contained parameters like geographical conditions of the existing environment, date and time when the fire broke out, meteorological data such as temperature, humidity and wind speed, and the type and tree stocking. In [7], the authors used a DM methodology named instance-based classification for estimating carbon storage in Araucaria angustifolia (Bertol.) Kuntze plantation in Brazil. They concluded that the technique outperformed the conventional methods.

In [8], authors examined and analyzed three European projects as guidance to describe current possibilities and future challenges for deployment of Big Data (BD) techniques in the field of agro-environmental research, facilitating decision support at the level of societal challenges. The authors recommended the use of BD to analyse data from various sources, e.g. harvesting, production, and meteorological records. [9] were pioneers on integrating GNSS with forest harvester data to improve forest management. They retrieved data from a GNSS-enabled harvester working in cut-to-length operations in Eucalyptus spp. plantations in Uruguay. The dataset obtained comprised over 63,000 cycles of felled and processed stems. With this data, a mixed effects model was fitted to evaluate harvester productivity as a function of stem diameter at breast height, species, shift, slope and operator.

To analyze the relevant economic, social and ecological factors of China's forestry resources [10] used the BD theory. Firstly, the authors used the method of data envelopment analysis to investigate the forestry resources efficiency; then they analyzed time series data using the Malmquist total factor productivity index method. Applying Neural network-based models [11] presented a large-scale evaluation of climate effects on the productivity of three temperate tree species in Central Europe. Using this technique they determined which among 13 tested climate variables best predicted the tree species-specific site index. To the best of our knowledge there is no evidence of studies using DM techniques applied to forest harvesting operations or data automatically collected by harvesting machines. As such, there is a potential field of application of DM techniques and compare the results against conventional Regression analysis as performed [9].

### 3. Conclusion

Various DM techniques have been applied in research for the agro-environmental sciences, including forestry. Prediction of forest fires, the effect of climatic variable on forest productivity, forests structure analysis and carbon storage are some of the case studies published. Techniques comprise mixed models, artificial neural network, association rules, and regression trees. However, there is still a gap regarding the use of DM techniques in forest operations, concretely using the automatic data collection system available in the majority of modern forest harvesters. This data enables to describe internal processes of the system based on actual data. Following these ideas, interesting future research could be oriented to estimates internal parameters that have significant impact on forestry operations planning, such as productivity rate (volume of harvested wood per hour, for example) and operations time (processing and transport times). In a more strategic management perspective, new maps can be developed. Analysing data from past harvesting campaigns, new fit-for-purpose forest yields maps can be built. Also, it is possible to assess and redefine internal forest roads according to the real land and site yield.
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Abstract
In Uruguay, mechanized forestry harvesting for industrial purposes is carried out using modern equipment. They are capable of record a wealth of information that can be exploited in the decision making process and improve operations. Some approaches from data mining field, as decision trees, are an alternative to analyze large volumes of data and determine incidence factors. In this work, it was proposed to analyze how different variables of the forest harvest (DBH, species, shift and operator) affect the productivity of a forest harvester. Data were collected automatically by a forest harvester working on plantations of Eucalyptus spp. in Uruguay. The results show that DBH is the most influential factor in productivity.

1 Introduction
Forest planning is a highly complex decision-making problem involving various factors: ecological, productive and economic systems ([1], [2], [3]). A large extent of this complexity is due to the duration of biological processes involved, such as tree growth, since the length of rotations can reach 25 years [4]. This makes the planning of harvest operations complex and affects the economic performance of companies. Forest harvesting is key factor in commercial forest plantations because of its high impact on production costs, quality and value recovery of forest products (mainly wood) and, also, on their potential environmental impact. In this sense, estimating the productivity (measured in m³h⁻¹) of these activities is a central issue for planning harvesting operations efficiently. Therefore, a precise estimation of harvester productivity will contribute to improve the supply chain of forest products (from the field to the industry).

Forest harvesting operations in Uruguay use modern machines equipped with automatic data collection technology. This fact makes available a large amount of harvest data that can be processed using data mining techniques for later use in harvest planning and forest management. Olivera et al [5] studied the productivity of harvesting operations in Eucalyptus spp. Plantations in Uruguay using data automatically collected by a harvester. With this data, the authors performed a regression analysis to study the effect of five variables on the machine productivity. The variables that significantly affected productivity in order of importance were: Diameter at Breast Height (DBH) of the trees, operator, and work shift (day and night). However, the regression analysis method only allows comparing the dependent variable productivity with a single independent variable at a time, something that limits a more integrative view of the system. In this paper we propose to revisit this problem, using a data mining approach, specifically, classification or decision trees (DT). This methodology will allow a more accurate description of the dependent variable productivity by analyzing its dependence on a set of variables at a time, instead of a single variable. According to Ahlemeyer-Stubbe and Coleman [6], DTs are popular and reliable methods for developing prediction and classification models. For the best of our knowledge, there is no evidence of the application of this technique in forest harvesting planning, although it is a very versatile technique for exploratory data analysis. The objective of this work is to apply this technique using a data set collected automatically by a forest harvester to evaluate the productivity of the operation.

1 DBH: diameter at breast height.
2 Metodology

DT methodology is widely disseminated in the field of data mining. It consists of generating a prediction model of a dependent variable as a function of a set of independent variables. The generated model is a tree, in which each branch describes rules in terms of the independent variables that allow to predict categories of the dependent variable with a good level of approximation. This model is based on the exploration of a set of observations. In this paper, we use the classification tool of the SPSS IBM software, and CHAID (Chi-square Automatic Interaction Detector) as analysis procedure.

Our case study comprises a data set of 4805 records of processed trees, obtained from data collected by a forest harvester working on plantations of *Eucalyptus* spp. The machine registers a time stamp when it each tree is fall. We calculated the cycle time of each processed tree determining the difference between two consecutive records as explained in [5]. In addition to the time stamp, the machine also records for each tree: harvested volume (m³) and DBH. Complementary information was included as variables that can affect productivity: species, shift (day / night) and operator. Productivity was the dependent variable, which was converted into categorical variable, where each category indicates a range of productivity. Next, the decision tree method formulates rules to predict the occurrence of each productivity category. In this work, we propose a gross categorization of productivity to be able to present the methodology. These categories are too broad for a real practical purpose, but to discretize in lower range would imply a larger number of categories, which would turn this work little illustrative and a cumbersome example. The categories adopted are 4 and were named by their upper bound, the first is "<12" considering productivities below 12 m²h⁻¹, the second: "<26" for productivities between 12 and 26 m²h⁻¹, the third: "<40" for productivities between 26 and 40 m²h⁻¹, and the last one, ">40" for productivities that exceed 40 m²h⁻¹.

Once the decision tree model is validated, it can be used to predict the forest harvester productivity in similar situations. This prediction is valuable for planning forest operations and, consequently, for forest product supply chain management.

3 Results and Discussion

Figure 1 illustrates the results obtained by DT models. In the DT model, the dependent variable is Productivity. The node 0, shows the observations obtained for each category. Then, the first branch uses the variable "DBH" to classify the observations, generating 8 nodes. From nodes 1 to 8 in each node there is a dominant category of productivity, and, each dominant category has a percentage greater than the percentage at node 0 (greater purity). For example, in the node 1, where DBH is below or equal to 122 mm, the most likely category of productivity is "<12" with almost 80% probabilities. At the next level, nodes 6 and 7 are branched and the variable "Operator" is used to classify the observations. At this level "Operator" values are indicated for each sheet, where the purity of the nodes is improved, as in node 9, which allows to improve the productivity prediction ">40", from 41.6% to 51.2%. Then, the prediction rules are read from the leaf node to the root node. For example, the rule for node 9 (a leaf node) is: if "Operator" is operator 1, and the DBH is between 204 and 235 mm the productivity will probably be "> 40". In contrast, for node 10, the difference would be "Operator" is operator 2, then the productivity is likely to be "<= 40".

The "Shift" variable did not have a significant effect, so productivity does not significantly depend on the shift or, at least, does to a lesser extent than "DBH" and "Operator". This agrees with [5] and [7], which validates the proposed method, at least, in a gross manner for this brief instance.

The DT method allowed establishing differences in productivities between operators (1 and 2) for DBH classes between 204 and 274 mm for *E. dunnii*. This result allows a more accurate quantification of productivity differences between operators than the regression analysis presented in [5] and [7]. In the mentioned work, the significant difference between operators is established, but the methodology (regression analysis) did not allow to detail for which diameter classes that difference was significant. This level of detail if possible by applying the DT technique. In practice, this level of detail allows to allocate operators to work in different strata of a plantation of this species of *Eucalyptus* according to the expected productivity. In strata with diameters smaller than 204mm, either operator will have similar productivity, while above this diameter it is expected Operator 1 to be more productive. This tree (Figure 1) is a concise example of the approach proposed in this paper, which shows the great potential of such approaches for forest operations planning. For having a detail of the precision of the model statistical assessments are done. The results of these assessments are included in Table.
For further research, we will study the influence of other variables on productivity and extend the analysis to other dependent variables and larger datasets.

Figure 1. Decision tree model to predict the kind of productivity a harvester.

Table 1. Confusion matrix of the tree model.

<table>
<thead>
<tr>
<th>Observed</th>
<th>Forecasted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt;12</td>
</tr>
<tr>
<td>&lt;12</td>
<td>374</td>
</tr>
<tr>
<td>&lt;=26</td>
<td>97</td>
</tr>
<tr>
<td>&lt;=40</td>
<td>2</td>
</tr>
<tr>
<td>&gt;40</td>
<td>0</td>
</tr>
</tbody>
</table>

Global percentage 9.8% 40.3% 9.1% 40.7% 57.7%
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Abstract

The present work shows a Business Intelligence platform that integrates data mining model for the intelligent analysis of the meteorological parameters in the region of Ancash-Peru that can be used to plan the agricultural activities of the region as time of planting and harvesting. The platform allows a real-time visualization of essential meteorological parameters, such as dew point temperature, air temperature, rainfall, solar radiation, wind speed, among others. The BI platform aims to arm farmers and agricultural businesses with the data they need to make better and more informed decisions.

1 Introduction

Ancash is a region located in the central-western region of Peru. It has an area of 35,915 km² and its orography is very diverse, places in the region vary from zero up to 6,768 meters above sea level. Ancash’s population, according to the last census carried out in 2007 and registered by INEI [2], was 1,063,459 inhabitants. The main economic activities are mining, agriculture and tourism. Agriculture sector plays an important role in the economic development of the region. The sector employs the majority of the economically active population; however, it has not reached the required level of automation and much of the production is based on small farms or agricultural cooperatives. The region faces the effects of an inadequate agricultural practice in the management of soil, water and agrochemicals. Therefore, the developments in this sector, the introduction of new technologies and the intelligent use of available data surely help to develop the region technically as well as economically. Different Web portals, data source and services are available to help the agriculture stakeholders but the farmer community needs the information to be available in an agile way, with easy access and to integrate data from different repositories or sources. In short, the sector needs ETL (Extract, Transform and Load) tools and BI processes that facilitate the subsequent generation of useful knowledge for decision-making and increase the farmer’s productivity.
In particular, it is of enormous importance to implement climate services for agriculture that enable producers to manage the risks and opportunities arising from climate variability. Although not the only one, the climate factor is one of the most important elements when planning agricultural production. Climate change and global warming is also affecting this area, and the main disadvantaged are farmers because, among other things, their usual rain and drought schedules have been altered. In this context, it is especially necessary to have reliable and focused meteorological information in the different areas of agricultural production. In this way, different agricultural activities can be properly planned.

2 Business Intelligence in agriculture

It can be a common misconception that Business Intelligence (BI) techniques and tools are tailored toward big enterprises or organizations in specific sectors as finance, telecommunications, high-technology industry…, but this is not the case. All industries benefit from the use of BI techniques, one of which is the agricultural sector. Digital or data-driven farming is transforming agriculture with technology being deployed in almost every area of crop and livestock production. Ghadiyali, Lad and Patel [1] introduced the concept of Agriculture Intelligence as “a collection of integrated operational as well as decision-support applications, technologies and Databases that provide the agriculture community easy access to agriculture data.” Looking at the agricultural industry, there is a variety of uses and needs for BI solutions such as forecasted data, analysis of environmental impact, search for competitive advantages and support to decision-making.

Although precipitation is the single most important weather variable for most crop production, crop forecasts can be determined with data from additional weather data (precipitation, temperature, solar radiation, relative humidity, evapotranspiration…). On the other hand, data mining offers an interesting and useful solution to this need, as it allows obtaining trends of the different meteorological parameters in the area.

3 BI platform

In order to serve as an analytical tool, a BI platform has been implemented using different technological solutions. The platform uses ETL processes to automatically receive satellite meteorological data. The used data are obtained from a MySQL database that stores the values of the meteorological parameters sent by 16 meteorological stations (Figure 1), which are installed in different geographic points of the region. The data is received in the database via satellite, and recorded every hour. This information has been registered since 2012 and using Pentaho ETL processes, spreadsheets are generated on which predictions are obtained using statistical techniques (Figure 2). The purpose of a data mining model integrated in the platform is to provide the trends of the main meteorological parameters to predict its behavior in the following 72 hours. For this purpose, air temperature, wind speed, evaporation level from the ground, dew point temperature, precipitation, solar radiation and relative humidity have been considered as parameters of analysis. The platform tries to support the prediction of trends of the main meteorological parameters according to the information of the last days, but also it is contrasted with the tendency of the same parameters in the previous years. This allows to combine the current tendencies with the historical tendencies and to obtain trends...
that are more reliable. This model can run dynamically with small time intervals, allowing continuous feedback and can be applied to each zone where each meteorological station is located, which allows to have specific information, this is very important considering the varied orography of the region. The results of the trend are shown in real time through a web platform, which is very useful for farmers in the region, for time of planting and harvesting. The initial porpoise has been to have the BI platform on computers, but it could be possible to extend its use on smartphones or tablets.

Figure 1. Visualization of meteorological stations location using powerBI.

Figure 3. Sending and receiving meteorological information, ETL processes and example of temperature forecast.

Although the BI platform focuses on the integration and analysis of meteorological data, it also incorporates ETL processes to integrate data from other sources and open data portals related to the agricultural sector. In short, the platform aims to arm farmers and agricultural businesses with the data they need to make better and more informed decisions.
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Abstract

We propose a time-dependent hypercube queuing model and apply this model using a case study conducted in the tire repair emergency services of a sugarcane mill. The aim of this work is to analyze if the time-dependent changes and decentralization of servers have substantial impact on system’s performance. The findings suggest that is important to consider the changes in the location of harvest and planting fronts and that the decentralization of servers doesn’t seem to improve system performance.

1 Introduction

Studies of emergency systems applied to medical, fire, and police can be found in the literature. However, there are not many works analyzing emergency system in the agriculture stage of sugarcane industry, such as [2-4].

The hypercube model is a queuing model based on Markovian approximations for the analysis of spatially distributed queues, in which the customers and/or servers are distributed over the region. It is often used to analyze the configuration and operation of server-to-customer emergency systems, in which servers must travel to the calls locations (sites). The model was originally proposed by [1] as a specific tool for the planning and evaluation of service systems that have spatially distributed random demand.

In many queuing systems, time-dependent changes in system parameters can substantially impact on system’s performance [5]. Furthermore, there are several approaches for the analysis of time-dependent queuing systems. On the other hand, to the best of our knowledge, there are no earlier studies in the literature analyzing in conjunction time-dependent parameters in spatially distributed queues through the hypercube model.

This paper provides an analytical solution for the time-dependent performance evaluation of the tire repair system in the agricultural stage of the Brazilian sugarcane industry. In this mill, the harvest and planting plans change its locations during the harvest season. It is noteworthy that harvest and planting plans are deterministic and based on operational rules of the system. So, the location of service calls also moves leading to the arrival rate in each atom to be time-dependent.

2 The Tire Repair Emergency System

The current study involves a typical Brazilian sugar and ethanol mill, located in the State of Minas Gerais. This company farms approximately 32,000 hectares of fully irrigated sugarcane per year and harvests, transports and grinds about 2.7 million tons of sugarcane annually. The agricultural area is divided into 10 geographical atoms in this study, which represent the different sugarcane harvest areas. Furthermore, the entire harvest and planting process is mechanized, without any burning of the cane.
In this company, activities carried out in the agricultural stage use various types of equipment and
vehicles, such as harvesters, planters, tractors, loading units, and trucks. And, when tire repair is needed, this equipment is unable to travel to the tire repair shop, requiring the dispatch of a tire repair truck to perform the service in the field. The company’s tire repair structure includes two tire repair trucks, the tire repair shop (in atom 4) and the support facility (near the mill in atom 1). The trucks are operated by tire repairmen teams that work in three daily shifts.

In the original scenario, the trucks remain fixed and centralized in the tire repair shop’s support facility, and when necessary, travel to emergency sites. The servers can be considered homogeneous, in that they all had the same type of truck, location, and random dispatch rule (since there is no server-based dispatch preference). They may travel to any part of the fields within the agricultural stage; and when the service is completed, they are directed back to their base when no further service calls waiting in queue exist. If there is an outstanding call, the server goes directly to that site, without having to go back to its base.

Additionally, the tire repair truck’s decentralization is under study by the company managers and an alternative configuration is also analyzed in this work. In this alternative scenario, server 1 remains located in atom 1 while server 2 is at atom 4, when available. Note that with the two servers decentralized, different dispatching policies are defined for each server in a fixed dispatch preference list. In this case, the servers should be distinguishable in the analysis, while sharing the demand of all atoms, because of their different dispatching policies depending on their locations and the atom locations.

For additional details regarding average travel times between the atoms, service rates and dispatch preference list in alternative scenario see [2, 3]. With respect to the arrival rates, we used realistic data based on the current operation of the tire repair system, since data regarding changes in front locations are not fully available.

Previous studies of the tire repair system [2, 3] analyzed the system assuming the steady state assumption. It seems to be reasonable looking at the average arrival rate. However, as the harvest and planting fronts change its locations during the harvest season, the location of service calls also moves and should be considered. Due to this, in the current study, we analyze the time-dependent behavior of this system under non-stationary conditions.

The classic Hypercube Model [1] was adapted to describe the dynamic behavior of this system. Both original and alternative scenarios were analyzed assuming the system is non-stationary due to time-dependent changes in arrival rates in each atom. The set of differential equations for the original scenarios is shown in (1). As in the tire repair system, there are two servers and 4 ($2^2$) states associated with the hypercube, in which $n$ is the number of servers, as follows: {00}, {01}, {10} and {11}. These states represent the possible combinations associated with each server: free (0) or busy (1). In systems that use total backup, the queue only arises from state {11}, and is denoted by states {$S_m$}, in which $m$ is the number of call in the system. The total arrival rate of the tire repair service in each time interval is then $\lambda(t) = \sum_{i=1}^{10} \lambda_i(t)$, while the total service rate is $\mu = \sum_{j=1}^{2} \mu_j$, i.e., the service rates are constant during the entire time interval. As the alternative scenario applies a dispatch preference list, the set of differential equations is different for states {10} and {01} compared to (1).

$$ (1) $$

### 3 Results

The time-dependent hypercube model was applied to analyze the original and alternative configurations of the mill. The sets of differential equations for both scenarios were solved by the Matlab function ode45 to calculate the state probabilities in each time interval.
The workload of each server $i (\rho_i(t))$ in both scenarios is shown in Figure 1. In the original scenario, as the servers are centralized and assumed homogeneous, the workload of servers 1 and 2 are the same. On the other hand, the workload in the alternative scenario reflects the dispatch policy of the system and the average of servers 1 and 2 is equal to the workload in original scenario. Regarding the number in queue and in the system, the maximum deviation between original and alternative scenarios reached 0.56%.

![Figure 1: Server workloads](image)

4 Concluding remarks

In this paper, we developed an approach for the time-dependent performance analysis of the tire repair systems in sugarcane mills. The result suggests that is important to consider the changes in the location of harvest and planting fronts. Regarding the scenarios, our findings show that decentralization of servers in alternative scenario doesn’t seem to improve the system performance. With respect to future research, we intend to evaluate other alternative scenarios, dispatch policies, performance measures and solution approaches.
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Abstract

The evolution of the Brazilian agriculture, over the last four decades, has shown substantial changes in the geographical distribution of individual products, land use, production value and many other variables. Besides, even within a fixed geographical area, many changes have taken place. The study of these variations is based on large amounts of available data and the use of non-traditional analytical techniques, in order to obtain new information. One of these techniques, based on the power indices of game theory, has been applied to datasets on individual products, land use and production value.

1 Introduction

The Brazilian agriculture has shown, over recent decades, substantial changes in the geographical distribution of products, land use, manpower, machinery, production values and many other variables. The study of this kind of motion over the national territory is being conducted under the general name of “agrodynamics” [2]. Following the official Territorial Division of Brazil, the studies have considered the levels of the whole country (1), regions (5), states (27), mesoregions (137) and microregions (558), for a total of 728 geographical entities. Nevertheless, many data are available down to the level of municipalities (their number has changed over the years, and presently is 5570). Besides the changes in geographical terms, other variations have taken place within a fixed territorial entity. In any case, many types of changes can be identified and assessed with the same techniques.

The following situations have been considered: a) distribution of the “volume” (i.e., stock headcount for animals or produced quantity for all the other items) of individual products in the five regions, with annual data, many going back to 1975; b) distribution of agricultural area into six types of land use; c) distribution of monetary value of agricultural production into eight classes. In the last two cases, the data come from six agricultural censuses. In all these situations, the main analytical techniques are based on a simple step: in any year, the original values in the different classes are divided by the total of the respective additive variable and a relative distribution is obtained. In the paper, the numbers are multiplied by 100, so that the situations are presented as sets of percent distributions.

Since a distribution can also be seen as a voting game, it is possible to determine some indices of power for that game. Here, only the Banzhaf-Coleman and the Shapley indices will be considered. There are some important things to be mentioned about these indices: 1) they have been presented as “solution concepts” for cooperative games; 2) the same index of power can correspond to different games; 3) usually, the indices of Banzhaf-Coleman and of Shapley are not very different; 4) the Banzhaf-Coleman index is easier to evaluate than that of Shapley. The main idea is to use such indices to discriminate between seemingly close distributions or to group seemingly quite different ones. That is, the use of power indices appears as an auxiliary data mining technique.

2 Indices of power

An introduction to the theory of n-person cooperative games can be found in Owen [3, Chapters 8-11]. We consider an n-person game, with \( n > 2 \), which has the form of a simple majority voting game. \( N \) will denote the set of players. Throughout this paper, the original values of the players will be presented as an ordered set of \( n \) non-negative numbers, which add up to 100. The value of a coalition is the sum of the values of its members. A winning coalition is anyone whose value is greater than 50. A swing for player \( i \) is defined as a set \( S \subseteq N \) such that \( i \in S, S \text{ wins, and } S \setminus \{i\} \text{ loses.} \)
Letting \( b_i \) be the number of swings for player \( i \), the following number can be calculated:

\[
\text{Index}_i = \frac{b_i}{\sum b_j}
\]  

This is the normalized Banzhaf-Coleman index for player \( i \). More generally, the Banzhaf-Coleman index of power, for the original game, is the list \( B = (B_1, B_2, \ldots, B_n) \). By construction, this is a list of non-negative numbers which add up to \( I \); in this presentation, these numbers will be multiplied by 100. For simplicity, the list will be referred to as the Banzhaf index of power. A detailed discussion of the mathematical properties of this index was presented in Dubey and Shapley [1].

In a similar way, at least for the type of games being considered here, the Shapley value for player \( i \) can be defined as follows:

\[
\text{Shapley}_i = \sum_{T} t \cdot \frac{1}{\binom{n}{t}}
\]

where the summation is taken over all swings \( T \) for player \( i \), and \( t \) is the number of players in \( T \). The Shapley value for the original game is the list \( S = (S_1, S_2, \ldots, S_n) \). It is well known that this is a list of non-negative numbers which add up to \( I \); in this presentation, as before, these numbers will be multiplied by 100.

Therefore, each of the above lists, that is the Banzhaf index or the Shapley value, can be taken as defining a new simple majority game, which was deduced from the original game. The important thing is that they capture some essential facts relating to the winning coalitions of the original game. For some games both lists coincide, but this is not always the case.

### 3 L1 distance between two distributions

As presented above, a game can also be seen as a percent distribution; that is, a set of non-negative numbers which add up to 100. Given two percent distributions, as ordered lists with \( n \) components, corresponding to years \( s \) and \( t \), such as \( f^s = (f^s_1, f^s_2, \ldots, f^s_n) \) and \( f^t = (f^t_1, f^t_2, \ldots, f^t_n) \), the L1 distance between them will be defined as

\[
\text{Distance} = \frac{1}{2} \sum |f^s_i - f^t_i|
\]

The factor \( \frac{1}{2} \) is used so that the distance takes values between 0 and 100. This distance will be applied to the original games, as well as to the respective power indices.

### 4 Results

The results will be illustrated with the example of rice. The annual data, starting in 1975, are available down to the level of municipality. Here, only regional distributions will be shown. It is well known that a motion to the South region has taken place over the years. But a more detailed analysis is required. Table 1 shows a typical situation where power indices can be used to detect changes in the structure of winning coalitions. For any pair of consecutive years, the distance appears on the second line of the pair. For convenience, the distributions corresponding to the original production data are labelled as type “DATA”; the others correspond to the respective power indices.

Table 1 shows rather small distances for the data, and much larger values for the power indices. In particular, from 1989 to 1990, the percent contribution of rice in the South region changed from a value smaller than 50 to a value larger than that. When the data distribution for 1990 is seen as a voting game, it has a dominant player and all the others are dummies. In that kind of situation, the indices of power give a value of 100 to the dominant player and 0 to the others.

Figure 1 illustrates a typical result with regard to the three sets of distances. In several cases, small changes in the distance between the original distributions coincide with abrupt changes in those calculated with the power indices.
<table>
<thead>
<tr>
<th>Type</th>
<th>Year</th>
<th>North</th>
<th>Northeast</th>
<th>Southeast</th>
<th>South</th>
<th>Center-West</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA</td>
<td>1988</td>
<td>9.73</td>
<td>17.62</td>
<td>13.60</td>
<td>40.23</td>
<td>18.82</td>
<td>─</td>
</tr>
<tr>
<td></td>
<td>1989</td>
<td>10.63</td>
<td>16.18</td>
<td>13.18</td>
<td>43.63</td>
<td>16.38</td>
<td>4.30</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>8.16</td>
<td>11.53</td>
<td>13.87</td>
<td>54.11</td>
<td>12.33</td>
<td>11.17</td>
</tr>
<tr>
<td>BANZHAF</td>
<td>1988</td>
<td>0.00</td>
<td>16.67</td>
<td>16.67</td>
<td>50.00</td>
<td>16.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1989</td>
<td>9.09</td>
<td>9.09</td>
<td>9.09</td>
<td>63.64</td>
<td>9.09</td>
<td>22.73</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>36.36</td>
</tr>
<tr>
<td>SHAPLEY</td>
<td>1988</td>
<td>0.00</td>
<td>16.67</td>
<td>16.67</td>
<td>50.00</td>
<td>16.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1989</td>
<td>10.00</td>
<td>10.00</td>
<td>10.00</td>
<td>60.00</td>
<td>10.00</td>
<td>20.00</td>
</tr>
<tr>
<td></td>
<td>1990</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>0.00</td>
<td>40.00</td>
</tr>
</tbody>
</table>

Table 1: L1 distances for sets of distributions related to rice production quantity

Figure 1: L1 distances, for data and power indices, in successive years

In such cases, the distances between the indices show greater discriminating power than those derived from the original distributions. For that reason, power indices are being used as an auxiliary data mining technique.
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Abstract

Using farmers’ data comprising the Brazilian agricultural census of 2006, we fit a stochastic frontier model in the presence of endogeneity. The endogenous variable affecting efficiency is the probability of negative net income. Additionally we investigate the effects of technical assistance and agricultural research in efficiency. Production is modeled in the Cobb-Douglas family with three inputs: expenditures on labor, on land, and on other technical inputs. The response is gross income. Technological inputs are dominant, followed by labor and land. Research and technical assistance contribute significantly to reduce inefficiency and the probability of negative net income contributes positively to inefficiency.

1 Introduction

The objective of this article is to fit a production model for the Brazilian agriculture using census microdata (information at the farm level). Our analysis refines the work of [3] and aims at investigating the relative size of input elasticities of labor, land and capital, and the efficiency effects of agricultural research, technical assistance and the probability of negative net income. The latter is viewed as an endogenous variable.

The Brazilian agricultural census of 2006 inquired 5,175,636 farmers. A total of 2,039 variables were measured. We took a random sample of observations in order to accommodate a complex regression analysis on this dataset. The sampling strategy adopted followed a stratified random sampling scheme with proportional allocation. The sample size was fixed assuming a maximum error of 150.00 BRL in the estimation of the mean gross farm income, with probability of 95%, with known strata variances. The strata were based on both regional and gross income strata [3]. The reference for defining income output brackets was the minimum wage in force in Brazil. For 2006 this value was 300.00 BRL. The combined stratification of (5) regions and (4) income output brackets led to a total of 16 strata. The last stratum included rich farmers (i.e. with high income values), which were grouped together regardless of the region. Income brackets were defined as follows, across the five Brazilian regions (North, Northeast, South, Southeast and Center-West): A - annual gross income in the range (0, 7,200.00], B - annual gross income in the range (7,200.00, 36,000.00], C - (36,000.00, 720,000.00]. Farmers were considered rich if their income exceeded 720,000.00 BRL. The sample contained 258,684 farms out of a population of 4,614,030 farms with valid data. The need for proper instrumental variables reduced the sample size to 74,149 observations.

2 Stochastic frontier

The analysis of a stochastic production frontier model was conducted on the sample (74,149 farms). The frontier was taken from the Cobb-Douglas family and the model is given by (1):

\[
\ln(y_j) = \beta_0 + \beta_1 \ln(x_{rab,j}) + \beta_2 \ln(x_{terra,j}) + \beta_3 \ln(x_{tec,j}) + \beta_4 D_{1j} + \beta_5 D_{2j} + \beta_6 D_{3j} + \beta_7 D_{4j} + v_j - u_j \quad (1)
\]

where \( \ln \) is the natural log, \( y \) represents gross income, \( x_{rab} \) are expenditures with labor, \( x_{terra} \) are expenditures with land and \( x_{tec} \) are expenditures with technological inputs for the \( j \) producer. \( D_1 \) to \( D_4 \) are dummy variables for four regions, whose coefficients represent differential effects relative to the intercept, which represents the Center-Western region. The components \( v_j \) and \( u_j \) represent the
random error and the inefficiency component of the model. The normal-half-normal combination for these components was chosen as it best fits the data. The model is heteroskedastic.

The random error component ($v_j$) has variance dependent on stratum dummies. The variance of the inefficiency component ($u_j$) is explained by contextual variables. Here, we chose the following variables: probability of negative net income ($p$), agricultural research efforts ($score$), access to technical assistance ($assitec$) and regional dummies. The variable $score$ measures, on a qualitative scale (low, average, high), the experts’ perceptions of the influence of Brazilian Agricultural Research Corporation (Embrapa) on agriculture. The probability of negative net income was estimated in a first-stage via a probit regression (results are not reported here). This was done to control for endogeneity in the income (output) equation. We therefore resorted to an instrumental variable approach, which regressed the dichotomous dummy variable indicating whether or not the farm had a negative net output against a set of exogenous variables. These variables included the inputs described above and the following variables, which in addition to serving as instruments are also relevant in explaining changes in technical inefficiency: farmer’s experience, type of production (whether crops, livestock or mixed), education of the head of household, age of the head of household, family size, access to cooperatives, whether the farmer was in urban or rural setting, gender of the head of household, access to credit, access to technical assistance, research efforts and whether the farmer rented or owned his farm. Then, fitted values of the estimated probabilities were added to the regression outlined above and the final set of instruments included, additionally, the stratum dummies. The model was estimated by maximum likelihood to account for endogeneity bias, as proposed by [1, 2].

3 Statistical results

Table 1 shows the results of our econometric exercise. It is important to point out here that stratum effects are fixed since strata are defined by the sampling plan. The model though has two variance components, associated with the idiosyncratic error and with the inefficiency random error. We omitted from Table 1 the estimates of the stratum effects on the idiosyncratic variance component due to lack of space, but they jointly affect significantly the corresponding variance component.

All relevant effects for explaining the variation in technical inefficiency are significant with the proper signs, indicating that technical inefficiency decreases monotonically as a function of technical assistance and research efforts, and increases as a function of $p$. The regional efficiencies are in the following order (higher to lower): Center-West, Southeast, South, North and Northeast. Land elasticity presented in Tables 1 and 2 is considerably lower than elasticities of labor and especially technological inputs. This result has strong implications for technology diffusion and suggests that farmers that do not adopt technological inputs face a dire predicament in terms of output.

4 Concluding remarks

Some key results are worth emphasizing. To start, the relative size of the estimated elasticities indicates the dominance of technological inputs over other inputs. Technical assistance, along with agricultural research, contributes to the reduction of technical inefficiencies.

The predicted probabilities obtained from the probit regression, which instrumented the dummy variable indicating whether or not farmers had a negative net output, was significant and of extreme importance in reducing inefficiencies. While this finding is likely to be obvious, it highlights the importance of controlling for farmers that are not capable of generating a sufficient or at least non-negative net output.

Technical assistance had a positive effect on technical efficiency. At the same time, negative net outputs are strongly associated with inefficiency. This suggests that the technical assistance being provided is outweighed by the lack of financial and managerial skills of farmers. These skills have thus far not been provided by technology through technical assistance.

Technology is knowledge created by research and applied by producers through production systems. Thus, it seems evident that only a selected few larger farmers were able to fruitfully develop production systems that benefit from technology. Small scale agriculture needs to be reassessed and refocused to be able access technology and become profitable.

This work points out that productive inclusion in Brazil can be achieved only by giving access to
technology to the small farmers (low income). Asymmetries in credit, infrastructure and education create barriers to rural extension and to the visibility of agricultural research results. Public policies should therefore be oriented to reduce the existing asymmetries.

Finally, it is important to stress the article’s contribution to the estimation of stochastic frontier models under endogeneity. The refinement in estimation proposed here is new in the context of applications in the agroeconomics literature.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Standard Error</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iy</td>
<td>0.2160</td>
<td>0.0032</td>
</tr>
<tr>
<td>lxtrab</td>
<td>0.0873</td>
<td>0.0022</td>
</tr>
<tr>
<td>lxterra</td>
<td>0.6297</td>
<td>0.0037</td>
</tr>
<tr>
<td>North</td>
<td>0.1992</td>
<td>0.0330</td>
</tr>
<tr>
<td>Northeast</td>
<td>0.0937</td>
<td>0.0252</td>
</tr>
<tr>
<td>Southeast</td>
<td>0.0962</td>
<td>0.0242</td>
</tr>
<tr>
<td>South</td>
<td>-0.0652</td>
<td>0.0227</td>
</tr>
<tr>
<td>constant</td>
<td>2.5868</td>
<td>0.0366</td>
</tr>
</tbody>
</table>

Table 1: Production function estimation results.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Elasticities</th>
<th>Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor</td>
<td>0.2160</td>
<td>23.15</td>
</tr>
<tr>
<td>Land</td>
<td>0.0873</td>
<td>09.36</td>
</tr>
<tr>
<td>Capital</td>
<td>0.6297</td>
<td>67.49</td>
</tr>
</tbody>
</table>

Table 2: Inputs’ contributions.
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Abstract

In this article the use of geostatistical techniques are shown to analyze the spatial variability of the incidence of root rot in growing *Vigna unguiculata* (L.) Walp, produced by the fungus *Rhizoctonia solani* Kühn. An initial exploratory analysis was performed on the disease data, which guaranteed the applicability of geostatistical techniques. Using the SURFER software, the experimental and theoretical variograms were determined for each sampling. With the theoretical models of variograms the analysis of the spatial structures was made. The obtained maps allowed to observe the spatial distribution of the disease and its evolution over time.

1 Introduction

The specie *Vigna unguiculata* (L.) Walp, known in Cuba as *Caupí* bean, *Cancarro* bean or *Carita* bean, suffers the attack of numerous pests and diseases such as the root rot caused by the fungus *Rhizoctonia solani* Kühn.

Several authors point out that it is in the initial stages of cultivation that major affectations produced by soil fungus are present, especially because of this pathogen [3, 4, 6]. On the other hand, another author [1] states that *R. solani* Kühn survives in the soil for several years; in the organic matter of the previous crop, or in the dead organic matter present in the soil.

At present, although the distribution of *R. solani* Kühn in the cultivation of cowpea is known, there is no information on the structure of the spatial distribution of *R. solani* Kühn in *Vigna unguiculata* (L.) Walp.

The present work is the first report of the use of geostatistical tools to determine the spatial distribution of the infestation of this crop, caused by the fungus *R. solani* Kühn.

2 Materials and methods

2.1 Selection of experimental area and experiment design

The field experiments were carried out at the CPA "Augusto César Sandino", from Gibara municipality, Holguin province, Cuba. An area was selected so that its geographical location was representative, it had six hectares, with soil of the type "Fersialítico Pardo Rojizo Ócrico Ferromagnesial" according to the "New Genetic Classification of Soils of Cuba".

Seven evaluations of the disease were carried out. The evaluations were doing at 15, 22, 28, 35, 42, 49 and 56 days of cultivation. Around each sub-point five random plants were taken to determine those exhibiting symptoms characteristic of *R. solani* Kühn. In each sampling, 20 plants per point were collected, 120 plants per hectare, which are equivalent to 720 plants. At the end of the evaluations, 5040 plants were analyzed in the laboratory, which were necessarily uprooted.
The experimental design scheme for each of the selected hectares is shown in Figure 1, where each grid is a sampling point (27 x 42 m). Four sub-points were established in each point, where the plant samples were taken for evaluation.

![Figure 1. Design of the experimental area.](image)

### 2.2 Geostatistical analysis

The database for geostatistical processing was drawn with the coordinates of the sampling points and the number of plants affected by *R. solani* Kühn in each of these points, in the seven evaluations. This information was tabulated in an ASCII file and processed with the SURFER 8 program, so that the experimental and theoretical variograms were determined for each sampling and the analysis of the spatial structures was performed. Figure 2 shows the variograms obtained at 15, 35 and 56 days.

![Figure 2. Experimental and theoretical variograms at 15, 35 and 56 days.](image)

The theoretical variograms were fitted to the exponential model. It could be one or several factors originating this distribution, such as: the seed used for sowing was not in its top quality (infested seed) and its distribution in the fields was not uniform, the existence of areas with a higher moisture content than others, and the existence of pathogen inoculum sources in the soil belonging to the previous crops.

After the fitted models, the distribution disease maps were drawn for each evaluation. The resulting maps allowed to observe the spatial distribution of the disease and its evolution over time. Figure 3 shows the maps obtained to 15, 35 and 56 days. The knowledge of the spatial distribution of the disease, and the determination of its distribution patterns has made it possible to develop efficient sampling plans that provide the necessary elements for the decision making on disease control.

![Figure 3. The distribution maps obtained at 15, 35 and 56 days.](image)
2.3 Evaluation of the disease

When assessing the incidence of the disease, it should be noted that the selected area had been left fallow for a period of three years, due to high infestations caused by soil pathologies such as *R. solani* Kühn. This situation must have favored the presence of the fungus in the early stages of cultivation.

The required moisture of the crop in its initial stage, and the probable use of seeds infested by *R. solani* Kühn, also favor the presence of this fungus in the soil and its manifestation in the infestation of the plants.

The study showed the high level of spatial dependence between the data of each evaluation and indicated an aggregate distribution of *R. solani* Kühn in the *Caupí* bean crop in the evaluated area. The disease was present in all evaluations. From the initial stages of cultivation (15, 21 and 28 days), high pathogen infestation zones with values from 4 to 18 affected plants were detected, mainly located at the edges of the plots.

In the carried out evaluations at 35, 42, 49 and 56 days, corresponding to the flowering stage (30 to 40 days), the pod formation stage (40 to 50 days) and the pod filling stage (50 to 60 days), pathogen infestation zones with values from 6 to 19 affected plants are observed. As the crop cycle advanced, the infestation occupied a larger area and spread (or moved) to other parts of the evaluated area.

The obtained results coincide with other studies of the incidence of *R. solani* Kühn in *Phaseolus vulgaris* and *Vigna unguiculata* [2, 5].

3 Conclusions

The current paper is the first one to be carried out in Cuba, using geostatistical tools, to characterize the spatial distribution of the disease caused by *R. solani* Kühn in the species *Vigna unguiculata*, which provides scientific support for alternative efficient and sustainable integrated control.

It is demonstrated that the disease can be caused by the presence of this fungus in the soil. The required moisture of the crop in its initial stage, and the probable use of seeds infested by *R. solani* Kühn, also favor the presence of this fungus in the soil and its manifestation in the infestation of the plants.

The study of the spatial distribution of *R. solani* Kühn, in growing *Vigna unguiculata* L Walp., will allow to develop a methodology for characterizing the structure and interpretation of the spatial distribution of this pathogen. It will facilitate decision-making and the implementation of planned and effective phytosanitary controls in specific areas of infestation.
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Abstract

Sugarcane yield estimate is one of the most important factors for harvest planning. Currently, experts use their knowledge, field history, and field assessments to perform yield estimates. A margin of tolerance can be defined for the estimates to classify errors as acceptable. By using data from a Sugarcane Mill in Brazil, this study presents a preliminary analysis of errors obtained by the comparison between estimated and real sugarcane yields using Regression Error Characteristic Curves. Results showed that in some conditions, estimates are worse than in others and indicates that further studies can identify error patterns to improve those visual estimates.

1 Introduction

Sugarcane is of great economic importance to Brazil for supplying the raw material for the production of sugar and alcohol. This production depends on the amount of raw material available, a factor of great importance for the planning of agricultural activities, especially all transportation logistics for the harvesting. There are many techniques for estimating sugarcane yield such as remote sensing [1] and soil fertility assessment [2]. Estimates made just before the harvesting season are often carried out by experts who survey sugarcane plantations observing the sugarcane growth, adding their knowledge about cultivated area and the results recorded from previous years [3,4]. This makes the results subjective and subject to significant errors. Errors in estimates impact the entire planning of sugarcane production, from harvesting to processing [5]. The identification of error patterns from the estimates will allow adjustments that will lead to better results in estimates of subsequent years. The aim of this paper is to present preliminary analyses of the errors obtained by the comparison between estimated and real sugarcane yields by using Regression Error Characteristic (REC) Curves [6]. REC Curves plot error tolerance in the x-axis and percent of points predicted within the tolerance in the y-axis; they estimate the cumulative distribution function of the error (absolute difference between predicted and real value).

2 Materials and Methods

2.1 Data

Sugarcane production data sets were provided by Odebrecht Agroindustrial from mill ‘Unidade Santa Luzia (USL)’, located at Nova Alvorada do Sul, MS, Brazil, for the harvest seasons 2012/2013, 2013/2014, 2014/2015 and 2015/2016.

2.2 Methods

2.2.1 Data pre-processing and transformation

The original dataset was processed to be used in this study. Instances with missing data and outliers were eliminated according to the following rules: (i) variety with frequency lower than 20; (ii) no data for number of days since last harvest; (iii) estimated yield equal to real yield; (iv) error higher than 75 ton.ha⁻¹. The final dataset (7943 instances) has the following attributes: harvest season (year), the number of harvests (cut), sugarcane variety, estimated yield (estimated tons of cane per hectare) and actual
yield (tons of cane per hectare actually harvested). "Error" was calculated by the difference between the estimated and actual yield. Table 1 presents the distribution of the dataset concerning cut number.

<table>
<thead>
<tr>
<th></th>
<th>Cut #1</th>
<th>Cut #2</th>
<th>Cut #3</th>
<th>Cut #4</th>
<th>Cut #5</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>23.3%</td>
<td>20.8%</td>
<td>22.3%</td>
<td>20.2%</td>
<td>13.3%</td>
</tr>
<tr>
<td># instances</td>
<td>1854</td>
<td>1656</td>
<td>1770</td>
<td>1605</td>
<td>1058</td>
</tr>
</tbody>
</table>

Table 1: Distribution of data concerning Cut number

2.2.2 Regression Error Characteristic (REC) curves

REC curves were created for (i) each harvest season, (ii) most frequent sugarcane varieties and (iii) number of harvests (cut number) to make analysis by comparing them with the full REC curve, made with the complete data set.

3 Results

The main analyses carried out in this work were related to three attributes: the harvest season, the sugarcane variety and the number of harvests (cut number).

3.1 Analysis for each harvest season

By analyzing the REC curves for each harvest season, we could observe that, in general, up to an absolute error around 5 t ha\(^{-1}\), estimates were similar in all years. When the absolute error tolerance increased (x-axis), the worst estimate occurred in 2015/2016, according to Figure 1.

![Figure 1: REC Curves for each harvest season](image)

3.2 Analysis for most frequent sugarcane varieties

Sugarcane varieties RB867515 (38%), RB855453 (11%) and SP83-2847 (11%) were predominant. By analyzing the REC curves for those varieties, we could observe that, in general, estimates were similar and there is no difference among them, according to Figure 2.

![Figure 2: REC Curves for each sugarcane variety](image)

3.3 Analysis for number of harvests (cut number)

For the analysis of REC curves for each cut number, 1\(^{st}\) cut was analyzed separately. Plant cane, as this is called, usually has higher yields and 1\(^{st}\) cut can be done 12, 15 or 18 months after planting. By analyzing the REC curves for each cut number, we could observe that, in general, estimates for the 1\(^{st}\) cut were worse than estimates for 2\(^{nd}\) cut onwards, according to Figure 3.
4 Discussion

More than half of visual estimates made by experts presented absolute errors above 10 t ha\(^{-1}\). When the acceptable absolute error was defined as up to 10 t ha\(^{-1}\), the estimate in 2015/2016 had an accuracy around 40%, while in 2014/2015, the accuracy was around 50%. Similarly, if we define as acceptable an absolute error of up 20 t ha\(^{-1}\), in 2015/2016 the estimate would have an accuracy around 65%, while in 2014/2015, the estimate would have an accuracy around 80%.

No difference was observed among the estimates for the most frequent sugarcane varieties. Estimate errors were different for 1\(^{st}\) cut compared to 2\(^{nd}\) cut onwards. A possible explanation for that is that it is harder to experts to make better estimates for 1\(^{st}\) cut; since there is no historical data they tend to make better estimates for subsequent cuts since they are based on previous knowledge.

5 Conclusion

By using REC curves, we can identify the relationships between accuracy and acceptable estimate errors. Estimates for the 1\(^{st}\) cut were the worst, and this can be explained by no previous knowledge. By using Decision Tree induction, it might be possible to identify patterns of the errors and understand, for example, why estimates in 2015/2016 were worse than in other harvest seasons.
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Abstract

One of the most important adaptation measure to Climate Change and Variability is the development of tools and systems to support agricultural activities management and preservation of natural resources. The GRAS Unit of the National Institute of Agricultural Research (INIA Uruguay), elaborate and make available tools and products to contribute to these goals (www.inia.uy/gras). In this regard, "SIGRAS App" was developed, with up-to-date information (estimates of soil water balance variables, NDVI) and historical data (NDVI, soil features, water balance, climate and basic cartography) as well as Tools and Alerts. Information developed with MGAP, INUMET, IRI. Available: Android, iOS and WPhone,

1. Introduction

Among the most important measures to adapt to Climate Change and Variability, is the development of tools and information systems to help farmers, researchers and governments to generate capacities for prevention, adaptation and risk management, and for general management related to agricultural production activities and preservation of natural resources [1] [2]. In this regard and in order to contribute, the Agro-climate and Information System Unit (GRAS) of the National Institute of Agricultural Research (INIA Uruguay) develops, elaborates and makes available to every user and in real time, products, tools and different information [3] [4] [5]. Within the most recently developed products, there is an application for smart devices (cellphones, tablet, etc.) call “SIGRAS App” (Figure 1).

Figure 1. SIGRAS App.

2. Materials and methods

SIGRAS App is mostly based on an on-line web information system “SIGRAS” [6] [7] [8] available since 2013. It access the geographic information database of "SIGRAS" and get the information to be displayed on the mobile device. Through a consultancy, a PHP script was developed that connects to the INIA database and generate a downloadable XML that returns the requested information to the mobile device. The framework PhoneGap (Apache Software Foundation) was used in order to develop the application in HTML5, CSS and JavaScript, and to be able to run it natively on Android and iOS platforms; Offering a unique JavaScript API to access native services. This application needs to access the device's GPS to obtain the current geographical coordinates, for which an HTML5 page was created, making a Javascript call to allow the use of GPS of any device independent of its platform.

Montevideo, September 27-29, 2017
This new App provides real time information:

- Estimations of different output variables of a national water balance model with a spatial resolution of 30 km x 30 km, estimated by INIA and methodology describe in [9] (accumulated precipitation, real evapotranspiration, soil available water, well-being water index, potential evapotranspiration, non-retained water)
- Normalized Difference Vegetation Index (NDVI). This index, that uses the visible and near-infrared bands of the electromagnetic spectrum, provides information of the vegetation health as assess chlorophyll activity. We extract the information from the MOD13Q1 MODIS product of LP DAAC, NASA [10]. This product is a composite image, provided every 16 days at 250-meter spatial resolution, with the maximum NDVI value for each pixel in that period.

We also include historical information:

- NDVI statistics based on 11 years information (2000-2011) from 16 days composite images [10]. Average, maximum and minimum values are available for each one of the 23 dates, calculated by INIA.
- Soil characteristics with a spatial resolution of 1:40,000, estimated by a private consultant of INIA, using basic data from de Ministry of Livestock, Agriculture and Fishery of Uruguay (CONEAT index [11], Texture, Depth, Water storage capacity, etc.)
- Water balance statistics based on 25 years (1985-2009) with a spatial resolution of 30 km. x 30 km. Values of the 10, 50 and 90 percentiles are available for each month and each variable (mm - % of soil water, effective precipitation, well-being water index, etc.) estimated by INIA [12].
- Climate statistics based on 30 years (1980-2009) with a spatial resolution of 60 km. x 60 km. Values of the 10, 33, 50, 66 and 90 percentiles are available for each month and each variable: precipitation based on 53 stations and temperature, heliophany, frosty days and relative humidity based on 24 stations, done by INIA and IRI [12]
- Basic cartography (administrative divisions, hydrographic basins, etc), from AGESIC [13].

SIGRAS app also have available a “Tools and Alerts” section were the user can find:

- Six days precipitation forecast and a five days frost forecast elaborated by the Center for weather forecasting and climate studies [14] of Brazil
- Forecast for favorable conditions for fusariosis develop and Deoxynivalenol (DON) mycotoxin in wheat grain, estimated by INIA
- A personalize soil water estimation tool “CuantAgua”, developed by INIA, [15].

Every data is on line all the time, and users can access to the information related to a specific location of interest, choosing from their actual position, the number of the property or just selecting from the map. In the “Marker” item, the user can save the locations they need in order to have them available any time.

1. Results and Discussion

SIGRAS App "packages" integrates data and information from very different sources as remote sensors, historical and real-time databases, model outputs and statistical analyzes. It is one of the first applications, created for smart devices, which allows farmers, researchers and any other users to access to a large amount of information in a very simple and "usable" way in order to contribute to planning and decision-making.

SIGRAS App is free and available to download in on-line Android, iOS and Windows Phone stores for any user.
2. Acknowledgements

This App was developed by the Agro-climate and Information System Unit (GRAS) of the National Institute of Agricultural Research (INIA Uruguay) and includes information elaborated in collaboration with the National Direction of Natural resources of the Ministry of Livestock, Agriculture and Fisheries of Uruguay, the National Meteorology Institute and the International Institute of Climate and society (IRI), Columbia University.
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Abstract

This paper presents the role of Brazilian agriculture in the preservation of native vegetation and palustrine and lacustrine ecosystems. After the approval of the New Brazilian Forest Code, farmers are required to register their rural property in the Rural Environmental Registry. By April 30, 2017, more than four million farmers were included, an area of approximately 408 million hectares. The collected data add up to hundreds of millions of polygons, requiring a computational effort and geoprocessing techniques to treat the data and turn it into information. The results indicate that the area reserved to vegetation preservation by farmers represents 20.5% of Brazilian territory, thus demonstrating the importance of the agriculture in environmental preservation.

1 Introduction

Brazilian agriculture has a new and powerful tool: the Rural Environmental Registry System (SiCAR in portuguese). SiCAR is an electronic registry for farms (rural properties) [1], that was created by the Brazilian Forest Service of Ministry of the Environment, as required by the Brazilian Forest Code (Law 12,651/2012) [2]. According to Brazilian Forest Code, in the Amazon biome, for instance, 80% of the farmland should be preserved. Until April 30, 2017, 4,104,247 farms were included in the system, totaling 407,999,690 hectares.

SiCAR includes data about the farm boundary and its internal parts: explored areas, permanent preservation, legal reserve, public infrastructure etc. There are 18 categories of pre-defined land use in SiCAR. The boundaries of these categories are defined through Rapid Eye satellite images with 5 meters of spatial resolution. For each category, there is, in general, more than one polygon per farm that delimits it. All these data result in hundreds of millions of polygons, with associated attributes.

The goal of this paper was to analyze SiCAR database in term of the area reserved to preservation and conservation of native vegetation and water bodies in the country by the farmers. The entire SiCAR database was processed by experts of the Strategic Territorial Intelligence Group (GITE) of Embrapa. The results reveal the important role of agriculture in environmental preservation and highlight trends about land use and occupation in Brazil.

2 Materials and methods

The data used in this paper were obtained from the website of the Rural Environmental Registration System of the Ministry of the Environment [1]. The download of data from the Ministry of the Environment of each of the 5,570 Brazilian cities resulted in a geocoded archive of more than 40 compacted Gigabyte. The data is provided in 18 different categories, for each farm, but for the purposes of this study, only four categories were considered: permanent preservation areas (PPA), legal reserve (LR), hydrography and native vegetation. In the city of Adamantina (São Paulo state), for example, the file containing the permanent preservation areas (PPAs) of farms has 1,754 polygons. Considering all cities in the state, there are around 800,000 polygons referring only to one of the 18 categories (PPA). Gathering PPAs and legal reserve areas, there are more than one million polygons to be processed to extract the area destined to native vegetation preservation in the 307,000 farms of São Paulo registered in the SiCAR.
The following steps were performed to calculate the areas reserved to preservation by agriculture:

- Using the Geographic Information System ESRI ArcGIS, for each of the four categories, the "Repair Geometry" function was applied to correct geometry problems in the categories shapefiles;
- Each shapefile category was clip by the Brazil cities through the function "Intersects";
- After the "Intersects" function, each category was aggregated as a single polygon per city through the "Dissolve" function;
- In order to compose the "preserved vegetation" shapefile, the four shapefiles categories were then unified and the overlays were removed with the function "Union";
- After the unification of the four categories, the "preserved vegetation" shapefile was again re-organized in cities by the "Dissolve" function;
- the amount of areas reserved to vegetation preservation by the city was calculated through the "Calculate Area" function.

The detailed method is described in the Embrapa project website.

3 Results

The Census of Agriculture 2006 [3], last census developed by Brazilian Institute of Geography and Statistics (IBGE), present 5,175,636 farm properties in Brazil. The concept of farm in both contexts, Census and SICAR, is quite similar. By comparing with Census estimate, almost 80% of Brazilian farms were registered in the SICAR (Figure 1) by April 2017. In the Northeast region, more than 1,510,000 units (62%) were not registered. In other Brazilian regions, the number of farm properties is higher than Census. For instance, in the North, the number of registered farmland is 26% higher than those included in the 2006 Census. An increase also occurred in the South (16%), Central West (17%) and Southeast (11%).

![Figure 1: Rural Properties registered in SICAR by April, 2017.](image)

For only two states – Espírito Santo and Mato Grosso do Sul – SICAR data is not available yet. Regarding to the area reserved to vegetation preservation, Southern region preserve 26% of the land, number well above what is required by the Forest Code (20% in that region). The same occurs in all other regions: in Southeastern region the farmers preserve 29%, Central-Western region 49%, North 56%, Northeast 50%.

[1] www.cnpm.embrapa.br/projetos/car/
In São Paulo State (Figure 2), the areas of permanent preservation, legal reserve and surplus vegetation in 309,360 farms, totalize 3,800,000 ha. This area represents more than 15% of the whole state and 22% of the rural area. The area reserved to vegetation preservation in farmlands in São Paulo is higher than all existing conservation units and indigenous lands together (4.5%). Throughout the country, the area reserved to vegetation preservation by farmers represents more than 20% of the national territory, while protected areas represents 13% of the whole country.

![Figure 2: Areas destined to vegetation preservation in São Paulo State.](image)

4 Conclusions

SICAR data shows that no one reserve areas to preserve native vegetation more than farmers in Brazil. The country allocates 66% of its territory to the protection of native vegetation. It would reach almost 75% if pastures located in Pampa, Cerrado, Pantanal, and Caatinga biomes are included. There is no detailed data about the quality of native vegetation [4]. However, the Environmental Regularization Program, to be included in SiCAR, will be adopted to promote the vegetation regeneration process.

The area reserved to vegetation preservation in farmlands represents 20.5% of Brazilian territory, while areas destined to native vegetation protection in conservation units, indigenous lands or unregistered lands represent 13.1%, 13.8%, and 18.9%, respectively.

At Embrapa website, SICAR data can be consulted and analyzed from different spatial perspectives such as cities, states or regions. State maps, aggregated data and summary indicators are also available, demonstrating the key role played by farmers and by agriculture in preserving and conserving native vegetation and waters of the country.
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Abstract

The Brazilian Ministry of Agricultural and Social Development coordinates several public policies aimed at minimizing social vulnerabilities by means of several programs. These programs' databases are broadcasted to dedicated teams that manage their data using spreadsheets. The need for an integrated view on the territorial coverage of these data motivated a partnership with Embrapa. This paper aims to present the main results of the quantitative, qualitative and cartographic analyses on this data. The resulting geographic data are available in a web platform that may be used in the decision-making process for the expansion or reorganization of governmental social programs.

1 Introduction

The Brazilian Ministry of Agriculture and Social Development (Ministério do Desenvolvimento Social e Agrário, MDSA) is responsible for the guidelines on public policies that handle social inequalities and vulnerabilities. It is equipped with a large database that manages thousands of records and information on several social programs and on the citizens assisted by each of them. Each social program is supervised by dedicated teams which deeply understand the singularities of their actions. However, MDSA currently does not have mechanisms to provide an integrated view on the territorial coverage of its actions and on the correlations between its several social programs.

In order to fulfill this need, MDSA celebrated an agreement with the Brazilian Agricultural Research Corporation (Empresa Brasileira de Pesquisa Agropecuária, Embrapa) for the latter to spatialize these programs' database and correlate them. Embrapa produced quantitative, qualitative and cartographic analyses about the Brazilian cities and the families assisted by the programs.

The aim of this work was to organize and correlate data on MDSA's social programs for strategic territorial analyses, considering two main purposes: to overlap data among different social programs and to enable cartographic analyses by means of a spatial view of the data. Embrapa also detected the need and developed a web platform to host the spatial data and to enable the users to perform queries on it.

Territorially overlapping the data on these programs provides information to support decision making in terms of the distribution of financial resources, the strengthening and/or reorganizing of the assistance to cities and families in need, and improves and optimizes the performance and action range of the governmental agencies.

2 Material and Methods

2.1 Database Organization

The original data were spatialized on the city level. Social programs were analyzed in terms of the number of families assisted and on spatial coverage and were correlated with other programs based on the assisted cities. Cartographic analyses were performed to detect the presence or the absence of social programs in Brazilian cities. Data on the following social programs were used:

- Water-tanks program: Benefits people with limited access to water with the construction of water tanks that capture and store water for use in households, schools or farms;
- Distribution of 'food parcels': Benefits people living under scarcity and vulnerability by means of the distribution of staple food parcels;
• Food security map: Maps the families included in the Single Registry for Social Programs of the Brazilian Federal Government and among which food and nutritional insecurity still persists, considering as main variables (indicators) chronic and acute malnutrition (height-for-age and weight-for-age deficits, respectively) of children under 5 years old along with families assisted by an allowance program;
• Program to foster farming activities: Benefits small farmers by fostering their productive inclusion through financial resources for investments;
• Food Acquisition Program: Small farmers are benefited as preferential suppliers by public entities that buy the food from family farms;
• Seed Warehouse Program: The program is based on the construction of community seed warehouses in the semiarid region, and aims to benefit family farmers that are part of the Federal Government’s Single Registry for Social Programs.

Processing and preparing the data for each social program required an amount of effort in order to adapt, correct, convert and make the data compatible for the spatialization process. Data were filtered to identify gaps, duplications, typos, registration errors and differences in spatial location (conflicting information on city and state, for example).

2.2 Spatialization Process

Based on the revised database, the data about each social program were spatialized using the official Brazilian city borders. Layouts containing different themes and territories (region, state, city) and featuring results in the form of aggregated percentages and accumulated totals were produced for each social program in geographic information systems (GIS).

2.3 Web Interface - WebGIS

The spatial data produced was made available through a web interface, named WebGIS. The technology platform that supports the WebGIS relies on open source tools and libraries. The management of the vector spatial data published on the web interface adopts the database management system PostgreSQL1 and its extension PostGIS, which adds support for geographic objects and operators. The data stored became available via web protocols through geographic web services, according to OGC (Open Geospatial Consortium) standards, using WMS (Web Mapping Service), WCS (Web Coverage Service) and WFS (Web Feature Service) services. We adopted the GeoServer (geoserver.org) map server to provide this functionality. The WebGIS interface was built using javascript Openlayers, ExtJS, Geoext and GXP libraries2, which are capable of consuming geographic web services, rendering geographic data over maps and providing a range of visual components for user interaction.

3 Results

For each social program, we produced technical reports and maps on a national and state scale, plus the Federal District. The analysis of the spatial coverage of the social programs shows that 57% of the Brazilian cities that show some degree of food insecurity are registered in at least one social program (3,183 cities show a very high, high or average degree, and there is a total of about 1,3 million families in urban and rural areas).

Food parcels were distributed in 1,507 Brazilian cities (27%) and benefited 276,156 families. The program to foster farming activities assisted 215,844 families in 2,055 cities (37%). The water-tanks program built more than 900 thousand structures – 789,635 (82%) for households, 165,461 (17%) for agricultural and animal use, and 3,519 (less than 1%) in schools at rural areas –, and it is available in 1,446 cities (26%) located mainly in the semiarid region, which is traditionally affected by drought periods.

A number of 33,876 families sold their production in the food acquisition program (44,383 tons of food in 2016). The milk supply chain alone exceeded 33 million reais in marketed value, and around 13,430 families in 403 cities are part of these numbers. The seed warehouse program helped about 12 thousand families in 207 cities at the semiarid. Bean is the crop most planted by small farmers, which

1 postgresql.org | postgis.net
2 openlayers.org | docs.sencha.com/extjs | www.geoext.org | github.com/boundlessgeo/gxp
shows its importance for food security.

As an example of the correlation of programs, the overlap analysis of the spatial data on food security and food parcels shows that 122 cities under food insecurity were not assisted by food parcels. The original database and the spatial data analysis results are available in a web interface for use by the MDSA team (Figure 1). As soon as the system is validated by their technical teams, it will be available for public use.

![Figure 1 – GeoWeb interface.](image)

### 4 Conclusions

Brazilian social programs minimize urgent demands, and in many cases promote conditions of self-sufficiency to the affected population. Geoprocessing techniques help map social vulnerabilities and provide spatial knowledge on territory needs and on the coverage of social programs. This spatial perspective helps public managers in the decision-making process in Brazilian cities, based on assertive public policies. The results contribute to identifying priority regions for public actions, by revealing territorial gaps which demand more attention by the public managers. The results provided by the GeoWeb platform allow users with all levels of experience to query and get to know the reality of each Brazilian city assisted by the MDSA.
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Abstract

IntegraGIS is a system devised to aid in the strategic planning for new international energy forestry plantations. To this end, it integrates environmental data from several sources, including projections into the years 2050 and 2070 that account for the effects of climate change, and applies habitat and growth models on a worldwide extent for hundreds of species. In this document we describe the main aspects of IntegraGIS and its models.

1 Introduction

The purpose of IntegraGIS is to aid in the strategic planning for new energy forestry plantations. In this context it is very important to integrate agronomic data and knowledge into the business process. IntegraGIS aims to provide valuable early-stage analytical information to support the planning process and bridge the communication gap between agronomic engineers and business analysts. The following three main use cases have been identified as central to this effect for an initial version of the system. 1) Given a species, identify suitable areas where it could be grown. 2) Given a site, identify areas with similar environmental conditions. 3) Given a species and a site, predict expected future growth. We describe the approaches employed for these in the following sections.

2 Species habitat modelling

2.1 Land suitability analysis

Land use suitability analysis is the process of determining the level of suitability of a given land area for a certain type of use (agriculture, forestry, etc.). Among the approaches proposed in the literature we have selected a method based on the Analytical Hierarchy Process (AHP) [5] with fuzzy quantifiers because of its widespread use and similarity to preexisting practices at Abengoa. Under this scheme, firstly, suitability is quantified for individual environmental variables (e.g. soil depth, maximum temperature, etc.) using fuzzy functions fitted to model how these variables relate to the abiotic environmental requirements of the species. Then a weighted average of the individual values is computed in order to generate a single overall suitability index. The weights for each environmental variable are determined using AHP, a structured technique for multiple-criteria decision making, used in this case to formalize expert knowledge of agronomic engineers about the requirements of the species to analyze. For IntegraGIS, an AHP-based model was developed for different varieties of Eucalyptus. For this model, fuzzy quantifiers were fitted to environmental requirement data retrieved from USDA and FAO databases.
2.2 Potential distribution modelling

In potential distribution modelling, location data of sites where the target species has been identified as being present is used with environmental data for those locations to construct a model of the abiotic environmental requirements for said species. This model can then be evaluated on other geographical regions to estimate the degree to which the species’ environmental requirements are met. Numerous approaches have been proposed for model construction under this general framework, some specifically designed for this domain, such as Bioclim [4] or GARP [6]. More recently, other general-purpose machine learning algorithms have been applied as well, such as support vector machines (SVM) or random forests (RF). OpenModeller is a cross-platform environment to carry out ecological niche modelling experiments [1]. It includes more than 10 modelling algorithms, including Bioclim, GARP, SVM and RF. We have used OpenModeller for experiments and to build the potential distribution models included in IntegraGIS.

2.3 Experiments

Five species of particular interest for our application were selected to compare these algorithms: Eucalyptus grandis, Eucalyptus robusta, Liquidambar styraciflua, Panicum virgatum and Populus deltoides. Besides the AHP-based model, SVM and RF models for these species were trained on occurrence data downloaded from the Global Biodiversity Information Facility (GBIF), an online repository that serves millions of occurrence records, for thousands of species, from multiple institutions around the world. Occurrences were randomly split 60%/40% into training and testing sets respectively. A matching number of randomly generated absence records was added to each set. The environmental data used in model construction and evaluation was retrieved from multiple sources, including WorldClim, the Harmonized Soil World Database and FAO’s GeoNetwork. Our experiments on the occurrence and pseudo-absence data showed that, predictably, machine-learning based methods outperformed the AHP-based model that did not take occurrence data into consideration for its formulation. However, the latter can be a good alternative when either there is no occurrence data available or its quality is too poor. Furthermore, although the AHP-based model performed well for the species for which it was initially developed, its performance degraded for species that should have included other criteria in the model, or for which the environmental variables held different relative importance. SVM and RF produced quite similar results in terms of performance metrics, with RF showing a slight overall advantage. The habitat maps produced by the former had higher regularity than those produced by SVM, and they were also chosen as a better representation of the species habitat by agronomic experts in a subjective blind test.

3 Site similarity

Locating sites with similar environmental conditions to reference high-performing areas can be a very valuable feature when looking for prospective locations for new plantations. To this end, an initial, simple but efficient method to compute site similarity on a global scale has been implemented for IntegraGIS. The range spanned by the environmental variables included in the AHP-based model is computed for the reference area, and each cell of the resulting similarity map is colored according to how many of its corresponding variable values fall within the reference range. For a search area specified by the user, IntegraGIS presents a graph indicating the within-range percentage of cells contained in the search area.

4 Growth modelling

Different approaches have been proposed to model forest growth. The three main types of model found in the literature are: empirical, process-based, and hybrid, which combines the previous two. Empirical statistical models fit standardized functions to large bodies of observed growth data from forest stands. Although empirical models are standard tools for forest managers and can reliably predict growth for the sites and under the environmental conditions for which they were developed, they can be very difficult
to extrapolate to sites with different environmental conditions or management regimes. Process-based models aim to predict growth by modelling the internal physiological processes that drive growth based on the species’ intrinsic characteristics and the environmental conditions to which stands are exposed. Among these models, we found 3PG [3] to be of particular interest, since it has been successfully tested with numerous species in multiple locations around the world. Recently, Hart et al. have developed and made available through an MIT license a variation of the 3PG model adapted for short rotation woody crops for biofuels: the 3PG-AHB model [2]. The AHB-Poplar application includes environmental data for the northwest of the United States, allowing the manual input of data for other locations. IntegraGIS widens the extent of the available data to cover the whole globe, thus simplifying the model’s evaluation for other regions. Besides Poplar, we ran experiments parameterizing the model for Eucalyptus grandis, validating the predicted growth against observed data for reference plantations in Uruguay.

5 Conclusions

IntegraGIS integrates environmental data from multiple sources and applies habitat and growth models on a worldwide extent. For habitat modelling, the system offers a parameterized AHP-based model as well as RF models trained for the 256 species initially included in IntegraGIS. An advantage of the AHP-based model is that, unlike RF models, it does not rely on the availability of species occurrence data for model construction. However, the amount of variables that can be considered by the model before the relative comparison process degrades is limited, fitting optimal fuzzy quantifiers for each of the variables can be very complex, and the resulting models are not trivially adaptable to other species. When reliable occurrence data is available, the RF models were found to give the better results for the evaluated species. The extent of the integrated 3PG growth model’s base data was expanded from the US northwest to the whole globe and validated for reference Eucalyptus grandis plantations in Uruguay. These models, as well as a simple approach to determine site similarity, have been packaged into a web application that seeks to enhance the strategic analysis of new international plantations on a worldwide extent.
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Abstract

Uruguay is a pioneer country in soil erosion monitoring, implementing since 2013 a formal process that requires all agricultural activity on an area bigger than 100 ha to be declared to DGRN (Dirección Nacional de Recursos Naturales), the national agency tasked with the conservation of natural resources. Crops must be grown following plans, devised by agricultural engineers, that take into account the expected soil erosion and assure that it remains below its natural regeneration rate. In this document we describe the main aspect of a web-based GIS system built to aid in composing, presenting and controlling these plans.

1 Introduction

Soil is one of the most basic and relevant resources in agriculture. Its preservation from erosion is one of the major concerns of governments from countries all around the globe. The ministry of agriculture (MGAP) of Uruguay implemented in 2013 a national program to prevent soil erosion and push for the sustainability of the different agricultural activities in the country. This requires that all agricultural activity on an area bigger than 100 ha has to be reported and conducted according to plans composed by authorized private-sector agricultural engineers. These plans, named 'Plans for responsible use and management of soils' ('Planes de uso y manejo responsable de suelos' in Spanish), must conform to a series of agronomic criteria, and in particular ensure that soil erosion stays below its regeneration rate. The plans contain information about crop rotation, the management of these crops and data about the soil and terrain. Based on this data, soil erosion is estimated using USLE/RUSLE equations [1, 2] (USLE stands from Universal Soil Loss Equation and RUSLE from Revised Universal Soil Loss Equation). The processes of composing, presenting and controlling plans have been implemented in a web-based GIS system.

2 Developed System

In this work we describe the developed system and its main components. The system has two major user roles, which are the agronomic engineers in charge of presenting the plans (defined as technical planner), and the agronomic engineers that work at DGRN on the evaluation and control of the presented plans (defined as DGRN officers). The system can also be divided into three main modules:

- **Presentation.** This module is in charge of the presentation of the plans by the technical planners.
- **Verification.** In this module, the DGRN officers verify the correctness of the presented plans.
- **Control.** Finally, this module is used to control that the presented and verified plans are in fact implemented as declared.

The verification process is heavily based on the USLE/RUSLE equations:

\[ A = R \times K \times L \times S \times P \times C < T \]
where $R$ is the rainfall erosivity factor, $K$ is the soil erodibility factor and $L$ and $S$ are topography factors. These four factors depend on the geographical location of the field. $P$ and $C$ are crop management factors that do not depend on the geographical location. The product of these factors, $A$, is the estimated soil erosion for the field. Presented plans must ensure that this estimated erosion remains below a known bound for the natural regeneration rate for the field’s soil type, represented on this equation by $T$. Because four out of six factors and also $T$ depend on geographical location, the need to implement the system based on a GIS component is clear.

In this work, we will focus our attention only on the GIS components and the proposed solutions to automate and assist the engineers during the presentation of the plans, and the DGRN officers during verification and monitoring.

The system has the following GIS modules: 1) a component that allows the user to draw the polygons where agricultural activities will take place (see Figure 1), 2) a module that computes the critical path in terms of slope that it is used to prevent erosion, 3) several modules to provide georeferenced data such as soil characteristics and climate data, 4) a module used to monitor the plans against their execution. The latter uses a series of satellite images to extract the NDVI and compare the obtained signature to the one expected based on the declared crops.

In Figure 1 we illustrate the main page of the Presentation module, where modules 1, 2 and 3 are combined. For each plan, the technical planner draws the corresponding polygons for the fields and the system automatically determines the $R$, $K$, $L$, $S$ factors and the tolerance $T$.

The computation of $S$ and $L$ has interesting details that we explain in what follows. Soil erosion depends on the slope of the terrain and the length of the critical path that starts at one the local maxima of the elevation and ends at the border of the polygon. This path simulates the path that the water will follow from the elevated points towards the border of the polygon. The erosion is measured in terms of the LS factor that captures the effects of the length and slope of the path. The developed system includes a module that automatically computes the critical path and LS factor using a DEM (Digital Elevation Model). For each polygon, the local maxima are extracted and the critical paths automatically computed. The obtained $L$ (length) and $S$ (slope) factors are presented to the user. If the obtained factors indicate that the critical slope is a main driver of erosion in the field, the user can use this information to adjust the plan and compensate for this. These modules greatly reduce the time needed to compute these factors (without them, the user had to compute it offline using her own tools), they standardize the computation and make the process auditable.

Once the plan has been presented it is automatically verified by the system using a set of control rules that trigger alerts. If any of the rules are triggered, a DGRN officer can check the information provided by the technician to evaluate the correctness of the plan. Once the plan has been verified, it is stored for monitoring. The monitoring component of the system uses a temporal series of MODIS images to
compute the temporal evolution of the NDVI. At key stages in crop evolution, NDVI is evaluated to detect likely deviations from the execution of the declared plan, in particular locating non-covered soil, which is a major driver of erosion. After a detailed analysis of the different crops and the NDVI evolution all along the year, specific dates were selected as the most discriminative, both for summer and winter crops. The NDVI profiles of both of them are presented on Figure 3.

3 Conclusions

Uruguay is a pioneer in terms of public policy to protect soil erosion and pursue sustainable agricultural practices. With over 15,000 declared plans spanning more than 1.5 million productive ha, the developed system is of fundamental importance to enable the composition of accurate plans, to assure data quality and to enable the control and analysis of plans on a country-wide scale by formalizing and automating key processes, such as plan declaration and monitoring via satellite image analysis.
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Abstract

We develop a tactical/operational model for planning the assignment of Wineries’ Fermentation Tanks. We define a multi-criteria objective function that minimizes a combination of the total number of tank used and total wasted space in the tanks that are used. The model assists the winemaker in the assignment decision of harvested grapes to fermentation tanks, where they will be processed. The decisions are made based on expected yield of the lots where the grapes are grown, harvest dates and fermentation times (days). We present a mixed integer programming model to solve the vat assignment problem, as well as some results obtained from it. Natural extension from this deterministic model are presented explaining the main role of uncertainty and where to incorporate it.

1 Introduction

One of the most worldwide valued industries inside the agricultural sector is the Wine industry. In 2015, Wine industry reached 104.3 million of hectoliters in terms of volume and 28.3 billons EUR in terms of value [6]. In Chile, this industry has experimented a great growth. Last 10 years has doubled its exports [4], reaching 10% of Chilean’s exports [2]. Overall, Wine industry has attractive opportunities to Operations Research, because development and application of optimization technics are still growing up [1, 6]. One of the main parts of winemaking, fermentation process, is described below.

1.1 The Fermentation Process

The problem faced by the winemaker before and during the harvest season, is the assignment problem of the harvesting lots to the fermentation vats, to keep the iniquity of the lots and at the same time have an efficient usage of the tanks. He also needs to deal with the uncertainty produced by the climatic factor, which impacts the volume and the dates of harvest, as well as the duration of the harvest. Harvested grapes are the raw material of the fermentation process, which ones have very short duration, so they must be processed as soon as possible. Similarly, if the grapes are harvested before or after their optimal time, the quality of them will probably be affected [3]. The oenologist has the flexibility to advance the harvesting process, to allow more time for the collection and processing of the grapes, with the cost of probably having a lower production and quality. Eventually, it also has the possibility of subcontracting external fermentation tanks to process all the harvested grapes and do not lose part of them.

At the time of planning, the winemaker has a limited number of fermentation tanks, which do not necessarily have the same capacity, but they can be used more than once during the harvest. Depending
on the grape lot’s volume, it may be necessary to divide this lot and assign it to more than one fermentation tank. In addition, different types of grapes (varietal) cannot be processed in the same fermentation tank, and have different characteristics such as fermentation time or tank’s filling space. The fermentation time of the processed grapes in the tanks is a third factor of uncertainty, since different conditions (e.g. ambient temperature, residual sugar in the vats, type of grape, etc.) affect its duration. Next section describes the model.

2 Production Planning Model

2.1 Sets

- \( t \in T \): Tanks;
- \( l \in L \): Lots of harvested grapes.

2.2 Data Parameters

While some wineries may express tank capacities in terms of volume, such as thousands of liters, we follow the original winery’s convention of using tons of grapes crushed.

- \( C_t \): Capacity (tons) of Tank \( t \);
- \( P_t = 1 \) if Tank \( t \) is Prescribed from use in certain fermentations, 0 otherwise;
- \( S_t \): Setup cost incurred each time Tank \( t \) is used;
- \( A_l \): expected Amount (tons) of Lot \( l \);
- \( H_l \): expected Harvest date, measured in days from the start of the season, of Lot \( l \);
- \( F_l \): expected Fermentation length (days) of Lot \( l \);
- \( R_l = 1 \) if Lot \( l \) is intended to become a Red wine, 0 otherwise;
- \( OW \): user-specified Objective Weight, where \( 0 \leq OW \leq 1 \).

2.3 Variables

- \( v_{l,t} \): Volume of Lot \( l \) assigned to Tank \( t \);
- \( w_{l,t} \): Wasted space in Tank \( t \) leftover from being used for Lot \( l \);
- \( m_{l,t} = 1 \) if Lot \( l \) is matched to Tank \( t \), 0 otherwise.

2.4 Presolve Calculations

When lots are listed in chronological order of expected harvest, the \(|L| \times |L|\) Conflict Matrix will have an upper triangular form.

\[
CM_{i,j} = \begin{cases} 
1 & \text{if } H_{i_1} + F_{i_1} \geq H_{j_2} \text{ and } |H_{i_1}| \leq H_{j_2} \text{ and } l_1 \neq l_2 \\
0 & \text{otherwise}
\end{cases}
\]

2.5 Objective Function

Minimize a combination of total tank usage and wasted space within tanks that are used. The user-defined objective weight and setup cost data will influence the solution.

\[
\min \ OW \sum_t S_t \sum_l m_{l,t} + (1 - OW) \sum_t \sum_l w_{l,t}
\]

2.6 Constraints

All of a lot’s tonnage must fit in the tank(s) assigned.

\[
\sum_t C_t \cdot m_{l,t} \geq A_l, \forall l \in L
\]
the next two equality constraints enforce that all tank space is properly accounted for.

\[
\sum_l v_{l,t} = A_t, \forall l \in L
\]  

(3)

\[
C_t \cdot m_{l,t} = v_{l,t} + w_{l,t}, \forall l \in L, \forall t \in T
\]  

(4)

This class of constraints prevents a tank from being assigned to two lots that would have a temporal conflict.

\[
m_{l,t} + m_{l,t} \leq 1, \forall t \in T, \forall l_1, l_2 \in L \mid CM_{l_1,l_2} = 1
\]  

(5)

The next class of constraints prevents inappropriate lot assignments to tanks with certain proscriptions.

\[
\sum_t R_t \cdot m_{l,t} = 0, \forall t \in T \mid P_t = 1
\]  

(6)

Lastly, non-negativity of the continuous variables must be enforced.

\[
v_{l,t} \geq 0, \forall l \in L, \forall t \in T
\]  

(7)

\[
w_{l,t} \geq 0, \forall l \in L, \forall t \in T
\]  

(8)

3 Implementation and Results

The model was implemented in Gurobi 7.5.1 for 64-bit Windows, using Python 3.6 language. The runs were on Intel Core i7-7500U Processor, obtaining solutions in 0.11 seconds (average) for instances with 5 tanks and 6 lots. The model is able to give “good” solutions, by providing an adequate assignment of lots to fermenting tanks in an adequate timeframe.

4 Extension of the model to Stochasticity

The deterministic model faces potential infeasibility of solution when time parameters (harvest and/or fermentation) vary. The winemaker needs robust solutions that keep consistency on matchings, without quality losses. For those reasons, this fermentation process should consider flexibility on vats capacity in order to respond to stochasticity. Since winery works different types of grapes for different final products, it looks natural to lead with variation levels on different type grapes.

The next step to incorporate stochasticity, is to define the robust model, how to measure robustness and associate budget of uncertainty. After that, create three variants of the model (one for each source of uncertainty) and to study the robustness obtained in each one. Finally, incorporate two or three sources of uncertainty (the most relevant ones) and to get final conclusions about the trade-off between robustness and gap from optimality.

5 Conclusions

Our work benefits wineries by providing a tool that will allow the winemaker to quickly determine an optimal schedule and use new information to quickly revise the schedule, reassigning lots that can still be changed. As nature of problem is stochastic, next step is to incorporate uncertainties in the model. That uncertainties arise from climate and nature of grapes fermentation. Climate generates variation in harvest dates and amount (volume) of grape lot, meanwhile nature of grapes generates variation in fermentation times inside tanks.
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Abstract

The farmers have to face two important planning problems. The first one is to generate a partition of an agricultural field into rectangular and homogeneous management zones and then to assign correctly a crop rotation for a specific time horizon. The aim of this work is to incorporate these two problems of agricultural planning in an integrated optimization model, whose objective is to minimize the cost of farming in each chosen management zone. This model is implemented using data from an agricultural land of the Bio-Bío region, using AMPL as algebraic language and CPLEX as resolution tool.

1 Introduction

In agriculture, spatial variability of soil properties, such as pH, organic matter, phosphorus, nitrogen, etc., is a key aspect in yield and quality of crops. The new trends in agriculture provide site-specific farming management methods to respond to within-field variability. Based on technologies like sensors and remote sensing, positioning systems, geomapping, and integrated electronic communications, it is possible to divide the field into homogeneous management zones. This zoning permits the application of good and efficient agronomic practices for crop planning in a site-specific manner, for example in fertilisation, applying the right amount of nutrients at each zone, in spraying, using an adequate protection from pests and diseases at each zone, and in irrigation, just applying the right amount of water at each zone, among others.

There are several approaches in the literature for determining site-specific management zones. These approaches consider clustering methods based on soil information, see e.g. (Ortega and Santibañez 2007); based on topographic maps, see e.g. (Carr et al. 1991); based on yield maps, combining data from several seasons, see e.g. (Pedroso et al. 2010); and combining them as in Hornung et al. (2006). The combination of different sources of information can be performed by a cluster procedure using for example principal component analysis (Ortega and Flores 1999) or K-means and Fuzzy K-means methods (Jiang et al. 2011). A major drawback is the resulting fragmentation of the zones because these methods usually generate irregular oval or nonconvex shaped zones which do not facilitate the work and operations of machinery. More recently, Cid-Garcia et al. (2013) formulated a binary integer programming model for determining homogeneous rectangular management zones. The model considers spatial variability of a specific soil property and chooses the best field partition from the complete enumeration of all the potential rectangular management zones that it is possible to include using the different soil sample points within the fields. For solving large instances of the proposed integer program, a column generation algorithm was proposed by Albornoz and Nanco (2016).

The second problem tackled in this paper is to choose the correct crop planning for the different management zones within the partition of the field. This problem is usually referred as the crop planning problem and there are abundant references in literature that are based on Operations Research methodologies, see Memmah et al. (2015). Among many others, Sarkar et al. (1997) proposed a linear programming model considering soil type, alternative crops, crop patterns, input requirement, investment,

The aim of this work is to incorporate these two problems of agricultural planning in an integrated optimization model, whose objective is to minimize the cost of farming in each chosen management zone.

## 2 Integrated crop planning model

The proposed crop planning model is based on Santos et al., (2010) ensuring that demand for a specific time horizon is covered by defining a limit for area that will be used. The model assumes a given set of potential rectangular management zones, created according to a computational procedure discussed in Cid-García et al. (2013), as well as a set of possible rotations. More precisely, the sets, parameters and variables are described as follows:

### Sets and indexes:

- **K**: set of potential crop rotation plans, with \( k \in K \).
- **S**: set of sample points in the field, with \( s \in S \).
- **T**: set of time periods, with \( t \in T \).
- **I**: set of crops, with \( i \in I \).
- **Z**: set of potential rectangular management zones, with \( z \in Z \).

### Parameters:

- \( c_{kz} \): cost for cultivating the rotation \( k \) in the potential management zone \( z \).
- \( a_{sk} \): coefficient that takes the value 1 if simple point \( s \) belong to zone \( z \) and 0 otherwise.
- \( d_{it} \): demand for crop \( i \) in the time period \( t \).
- \( r_{it}^{kz} \): estimated yield of crop \( i \) harvested in period \( t \) and crop rotation plan \( k \) for zone \( z \).
- \( \sigma^2 \): variance of the soil for the field.
- \( \sigma_z^2 \): variance of the soil property for management zone \( z \).

### Decision variables:

\[
x_{kz} = \begin{cases} 1, & \text{if crop rotation } k \text{ is assigned to management zone } z \text{ en the partition.} \\ 0, & \text{otherwise.} \end{cases}
\]

The optimization model is:

\[
\text{Min} \sum_{z \in Z} \sum_{k \in K} c_{kz} x_{kz} \quad (1)
\]

s.t.

\[
\sum_{z \in Z} \sum_{k \in K} a_{sk} x_{kz} = 1, \quad \forall s \in S \quad (2)
\]

\[
\sum_{z \in Z} \sum_{k \in K} x_{kz} \leq u_b \quad (3)
\]

\[
\sum_{z \in Z} \sum_{k \in K} r_{it}^{kz} x_{kz} \geq d_{it}, \quad \forall \ i \in I, \ t \in T \quad (4)
\]

\[
x_{kz} \in \{0,1\} \quad \forall \ z \in Z, k \in K \quad (5)
\]

\[
(1-\alpha)\sigma^2 N \geq \sum_{z \in Z} \sum_{k \in K} [(n_z - 1)\sigma_z^2 + (1 - \alpha)\sigma^2] x_{kz}, \quad \forall \ z \in Z \quad (6)
\]

Objective function (1) minimizes the total cost of cultivating the assigned crop rotation at each management zone. Constraint (2) establishes that at each management zone no more than one crop rotation plan can be assigned. Constraint (3) imposes an upper bound to the number of management zones chosen in the field partitioning. Constraint (4) ensures that a specific demand requirement for each crop and
constraint (5) defines that all decisions variables must be binary. Finally, constraint (6) requires compliance with a certain level of homogeneity.

3 Resolution methodology and application

This model is implemented using data from an agricultural land of the Bio-Bio region with AMPL as algebraic language and CPLEX as resolution tool (Véliz, 2016). The solved models assume a planning horizon of 4 years divided into annual periods. Different instances were considered, each one of them with a different number of sample points, using organic matter (OM) level as soil property. This last choice, since OM is a key property affecting crop yield and presents spatial and temporal variability in time. For each instance, there are five possible crop rotation alternatives. We will present results for 10 small and medium size instances, considering between 42 and 220 sample points in a field. For large instances, is necessary to design a column generation based algorithm. The proposed methodology is interesting in its latter application, especially when it is considered in terms of a harvest framework for the respective supply chain.
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Abstract

This paper presents the resolution of a Mixed-Integer Bilevel problem by the application of a Branch & Bound algorithm. The problem to be solved corresponds to a model formulated using Stackelberg’s Game theory with application to the supply chain of meat industry. This model focuses on the interaction of two echelons in that chain, proposing the meat packing plant as a leader, and the wholesale store as the follower, seeking to maximize the leaders profits and the level of service of the follower.

1 Introduction

The supply chain of the meat industry involves the interaction of different stakeholders and chain agents, at different levels. The meat packing is in charge of processing the raw material from carcasses to meat products, seeking to maximize profits through the sale of these products, while the wholesalers are in charge of the distribution and marketing of those products. The wholesaler purchases the meat from the producer to meet consumer demand, seeking to maximize its level of service.

The interactions between the two agents in the supply chain are represented by a game theory, with a Stackelberg model, where one agent acts as a leader and the other as a follower [6].

The problem arises when the optimal quantity produced and sold by the meat packing plant is less than the demand required by the wholesaler, and because of this, the wholesaler charges a penalization to the processing company.

The meat packing company is the first to announce a decision made and according to these the follower reacts. A better coordination and integration of activities and the exchange of information among the supply chain agents may reduce the cost given by the penalization imposed by the wholesale.

In [4] it is pointed out that the Stackelberg model can be seen as a Bilevel optimization problem, due to its hierarchical nature. The proposed problem in [1], is presented as a Bilevel optimization problem with integer variables, due to the presence of cutting patterns. However, the model was solved by relaxing the integrality of the variables, to reduce the resolution complexity. In this paper the problem will be solved considering the discrete nature of the corresponding decision variables.

2 Methodology

The problem can be summarized according to the following model in a matrix form:

\[
\min_{x \in X} F(x, y) = c_1x + d_1y \\
\text{s.t. } A_1x \leq b_1
\]

\[
\min_{y \in Y} f(y) = d_2y \\
\text{s.t. } A_2x + B_2y \leq b_2
\]
In the model, the variables $x$ corresponds to decisions of the leader, being these the level of sales, the quantity to be produced, inventory, carcases to buy, etc. On the other hand, the variables $y$ corresponds to those of the follower, for instance unmet demand and inventory to consider. $F(x, y)$ represents the objective function, that represents the utilities of the leader, where $d_1y$ represents the penalty that the producer receives due to the unmet demand. On other hand $f(y)$ represents the objective function of the follower, modeling the service level granted. Restrictions correspond, in the case of the leader, sales, production and processing balances, as well as capacity constrains such as inventory and time. In the case of the follower the restrictions considered are demand balance and inventory.

To solve Bilevel optimization problems one of the most used approaches is the reformulation by the conditions of Karush Kunh Tucker, that impouse the model of the follower must be convex. The problem nature impouse that the model presents integers variables only in the leader’s decisions, so that the follower’s problem, by presenting only linear constrains and continuous variables, turns out to be a convex problem. Because of this the follower problem can be represented by the Karush Kuhn Tucker conditions, resulting in a single level nonlinear problem with integer variables.

$$
\begin{align*}
\min & \quad c_1x + d_1y \\
\text{s.t.} & \quad A_1x \leq b_1 \\
& \quad uB_2 - v = -d_2 \\
& \quad u(b_2 - A_2x - B_2y) + vy = 0 \\
& \quad A_2x + B_2y \leq b_2 \\
& \quad x \geq 0, \quad y \geq 0, \quad u \geq 0, \quad v \geq 0
\end{align*}
$$

In this new model, $x$ represents the leader’s variables and $y$ the follower’s variables, $u$ and $v$ represents the shadow prices of the constraints and the variables of the follower respectively. In addition, the constraints (7) and (8), correspond to the KKT conditions that represent the follower problem (3)-(4). In the reformulation, constraint (8) causes the model to cease to be linear, representing the complementarity between the slack’s constraints and its respective shadow price, where it is always true that one of these is zero.

In the literature, several approaches have been shown to solve this type of model, as presented in [5]. In [3] is presented an algorithm whose main idea is to solve the model suppressing the complementarity constraint (8) and solving the linear problem; if the point is in the inducible region, it chooses to be a solution of the model, otherwise a branch and bound scheme is used to examine all combinations of complementary slacks. The latter being the one selected to solve the model in study.

### 3 Algorithmic Strategy

The following is a summary of the algorithm developed for the resolution of the model (5)-(10), based on the presented in [2]. Which was modeled in the algebraic language AMPL.

**Step 0:** (Initialization) Specifying initial values for the algorithm parameters.

**Step 1:** (Iteration $k$) Attempt to solve the iteration’s model, if it is infeasible, go to Step 5; otherwise label the solution $(x^k, y^k, u^k)$.

**Step 2:** (Fathoming) If $F(x^k, y^k) \leq \bar{F}$. Go to Step 5.

**Step 3:** (Branching) If complementary constraint is satisfied, go to Step 4. In contrary case, incorporating restriction to the model, one branch will correspond to include compliance in equality of the restriction, and the other that the shadow price of said restriction is set to zero.

**Step 4:** (Updating) $F' = F(x^k, y^k)$.

**Step 5:** (Backtracking) Look for those generated models that have not been solved, choosing the oldest one to be solved in the next iteration, go to Step 1. If there are not models unsolved, go to Step 6.

**Step 6:** (Termination) If $\bar{F} = \infty$, there is no feasible solution to the model. Otherwise, declare the feasible point asociated with $\bar{F}$ the optimal solution.
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The criteria for selecting the branching is established by the restriction which presents the greatest absolute value between its slack and shadow price. On the other hand the crawl will be from the resolution of the oldest nodes that have been created, generating a search by level.

4 Results

The model will be implemented using data from a real meat packing company operations, considering the use of 17 different cutting patterns, 5 carcases sections, 15 products and a planning horizon of 10 days. Results in a bilevel linear programming model, for which reformulations are presented, becomes a mixed-integer linear problem with 2257 variables in total, divided between those of the leader, the follower and the dual variables. A total of 3471 restrictions, in this it is necessary to consider that in each iteration of the model includes only a part of these; the smallest model, corresponding to the first iteration, has 1157 constraints.

The first instance corresponds to solving the problem with continuous variables to examine the convergence of the algorithm. From results the convergence of the algorithm is confirmed. The resolution times using the algorithm are greater 28,20 times than using approach in [1].

In the second instance, the results are compared by solving the problem by relaxing the integers variables and considering the nature of the variables. In this case, the resolution times for Mixed-Integer problem is 92,59 times greater than the resolution time of Linear problem, because it faces each iteration in a Branch & bound algorithm. The efficiency of the algorithm can be seen notoriously improved or harmed according to the criteria of branching and tracing.
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Abstract

A decision support system (DSS) to optimize purchasing operations, cold storage selection and fresh fruit freight trips is proposed. The developed DSS seeks to facilitate decisions in a fresh fruit for processing supply chain. Currently, these activities are carried out independently and are not automatized. For this reason, the DSS aims to offer a tactical planning for a processing season. The DSS was implemented in a real case study of a company of dehydrated apples. The implementation shows that it is possible to achieve improvements of approximately 10% in total costs per season.

1 Introduction

The Chilean exports of dehydrated products have shown a rapid growth in the last decades. This is reflected in the total of agro-industrial products exported, where 36% corresponds to dehydrated products, and dried apple in particular has a 7% participation. In 2010, sales were more than US $ 251 million and 122 thousand tons were exported [2]. The growth of dehydrated product industry is also reflected in the participation within the 201 agro-industries registered in Chile in 2005, where 33% is dehydration plants, 29% is frozen product plants, 28% canning plants, and 9% juice plants [3]. Currently, Chile is the first world exporter of dried apples, representing 33.3% of global exports [1].

In the dried fruit industry, the purchase of a good fresh product and storage are critical issues within the supply chain, since both activities are related to obtaining a good yield in the transformation of fresh fruit into dried fruit [8, 9]. In this sense, the technology of storage selection is relevant, because it is necessary to maintain the fruit quality at the time it is processed [8]. Currently, in Chile there is no a supporting tool to take an optimal decision for the purchasing process, storage and transport of fresh fruit for the dehydration process, so the decisions are made based on the experience of the related stakeholders [9].

Currently, the necessary information for making decisions is stored in spreadsheets and physical documents (reports, books, etc.). Besides, all available fresh fruit in the market is purchased, independently of its quality. This fact causes that the fresh fruit be stored at any available cold chamber, regardless its quality and so, the type of refrigeration technology required. This situation is worsen because there is a shortage of cold chambers during the harvest season and, therefore, the companies rush to hire any kind of cold storage, because they do not have enough cold storage capacity in their facilities.

In this research, a tactical decision support system (DSS) for the purchase, transport and storage of fresh products is proposed, which aims to minimize the costs related to these activities and to maintain the fruit quality as long as possible. The DSS implements the mathematical model proposed by [9]. These authors proposed a mixed integer linear programming model for planning the supply, storage and transport of fresh fruit during a season.

The DSS is applied to a real Chilean case study, corresponding to a processing plant of dehydrated...
apples. This plant works with approximately 236 fresh fruit growers, and has an annual fruit demand of about 28 million kilograms. The plant possesses 12 cold storage centers, summing a total of 70 cold chambers. These cold chambers have different refrigeration technologies. During the processing season, the company leases a fleet of approximately 30 trucks for the fruit transportation. The trucks are classified in three categories according to their load capacity.

2 Decisions Support System Design

Figure 1 shows the DSS structure, which begins with a mathematical model connected to a database. Both elements are nested in the DSS whose main component is the interface with the user. In order to represent and find solutions, it is necessary to handle input data for the mathematical model, which are the parameters required for modeling the problem, whose storage is performed in a database. In the same way, the outputs of the model called decision variables are managed through a database. The communication with the user is done through an interface, which is responsible for the decision-maker. For the DSS developed, work is carried out with the storage and production area of a process plant, in order to analyze the best alternatives in the management of the input/output of data from DSS.

![Figure 1: Structure of the DSS (based on [6])](image)

Graphic interface DSS in the programming platform of NetBeans IDE (version 8.0) is created. This tool aims to collect relevant information in order to generate different input parameters for the model. The model is programmed using optimization software ILOG OPL Development Studio IDE (version 6.0.1), that has Cplex software (version 12.6) as an engine of solution.

3 Example of the Results obtained by the DSS for the Case Study

Currently in Chile, the most used tool for storing data is spreadsheet as Excel. For this reason, the data analysis was done in this software. As an example of the different results and reports obtained by the DSS, in Table 1 is presented the purchase report of fresh fruit suggested by the DSS.

<table>
<thead>
<tr>
<th>Variety of fruit</th>
<th>Type of quality</th>
<th>Total Bins</th>
</tr>
</thead>
<tbody>
<tr>
<td>Royal Gala</td>
<td>Long Quality</td>
<td>12,000</td>
</tr>
<tr>
<td>Granny Smith</td>
<td>Medium Quality</td>
<td>34,000</td>
</tr>
<tr>
<td>Fuji</td>
<td>Short Quality</td>
<td>22,000</td>
</tr>
<tr>
<td>Brearburn</td>
<td>Medium Quality</td>
<td>3,000</td>
</tr>
<tr>
<td>Pink Lady</td>
<td>Long Quality</td>
<td>2,000</td>
</tr>
<tr>
<td>Rojas</td>
<td>Medium Quality</td>
<td>1,000</td>
</tr>
<tr>
<td>Total Bins</td>
<td></td>
<td>74,000</td>
</tr>
</tbody>
</table>

Table 1: Results delivered by DSS for fresh fruit purchase

As it can be observed in Table 1, the demand of the processing plant is 74,000 bins of fresh fruit for the season. This demand is satisfied purchasing different varieties and qualities of fresh apple. The DSS also provides reports suggesting the purchase plan according to each fruit producer, the fresh fruit cold storage allocation and the number of truck trips during a season.
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4 Conclusions

Usually, among agri-industry processing companies, the size of database can change dramatically depending on the number fruit suppliers and available cold storages. For this reason, the proposed DSS must be flexible enough to be implemented in different kinds of processing plants.

The developed DSS contributes to support complex decisions, which are currently made based on the experience of agribusiness professionals. It was validated according to the opinion of the plant decision makers and its implementation could reduce around 10% of purchase, storage and transportation costs. For the 2010 processing season, this amount corresponds to savings of approximately US$50,000, which were estimated comparing the real operational results with the suggested by the DSS. In addition, the decision makers indicated that the proposed DSS facilitates different activities, such as the order and handling of the information, a greater speed and accuracy for making decisions about purchase, transport and storage of fresh fruit, among others. In this way, a better coordination of these activities would allow to obtain fruit of better quality, improving the conversion rate to dehydrated product and, thus, implying an increase of the product revenue and a reduction of the fruit losses.

Finally, there are many areas in the agricultural supply chain where it is necessary to develop tools to support the decisions [4, 5, 7]. However, despite the fact that agribusiness managers are aware of the lack of decision support tools in the industry, they are reluctant to use DSS because of their little knowledge about the scope and reliability of this kind of tools. Therefore, for the success of a DSS implementation, it is necessary to diagnose different aspects of the agribusiness company, such as current technological infrastructure, financial situation, growth rate expected for medium term and available human capital for the DSS implementation [10]. According to [7], having a good plan and a good identification of the critical factors, it is possible to guarantee the DSS success.
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Abstract

Recent developments in consumption patterns, lowering of trade restrictions, the emergence of low cost/miniature sensors and information technologies related to business analytics are changing the playing field on which most of the agri-food supply chains operate. The intelligent use of sensing and information technologies have the potential to start a new food revolution in which limited resources could be exploited in an optimal way, reducing food waste. In this research, we review different information systems and technologies used to support real time decision making in each echelon of the process of the export supply chain of fresh fruits.

1 Introduction

The production, transportation, storage and distribution of food will be a critical issue facing humanity in the near future. For instance, the United Nations has warned that to keep up with the increase of the world’s population, food production should increase by 70% by the year 2050. In the case of fresh fruits and vegetable, this increase could be even greater since the consumption of these products is associated with health benefits. In this sense, the expanded demand of fresh fruits and vegetables is a challenge and an opportunity. One of the main challenges is how to develop an efficient supply chain that can meet global demand and the intrinsic characteristics of fresh fruits and vegetables at the right prices with minimal waste due to the perishability of these products. In order to better planning and coordination of the fresh fruit supply chains, the use of data collected through the supply chain is very relevant. In this sense, there is an opportunity to use sensors and information technologies whose development is emerging and growing very fast in the last years. In this research, we review these challenges and opportunities in order to improve real-time coordination of different stakeholders of the fresh-fruit supply chain.

2 Challenges and opportunities of the fresh-fruit supply chain real-time decisions

There are a great variety of decision support systems (DSS) that may be implemented to improve the fresh fruit export processes, enhanced by the information data delivered by information technology and sensors downstream and upstream of the supply chain. Hence, it is possible to provide value added services such as traceability of the cargo, market intelligence, real-time logistics, monitoring and control and better planning and coordination of the different stakeholders through the entire fresh fruit supply chain. Table 1 summarizes the state-of-the-art of available technologies to support real-time decisions involved in different echelons of fresh fruit supply chain, where the following abbreviations are used: radio frequency identification (RFID), wireless sensor networks (WSN) and global positioning system...
(GPS). In this table, we also identify future technology developments.

<table>
<thead>
<tr>
<th>Fruit Supply Chain Echelons</th>
<th>Sensors</th>
<th>DSS</th>
<th>Related Technologies</th>
<th>Future Technology Developments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold Storage</td>
<td>RFID [19], Integration of RFID and WSN [2]</td>
<td></td>
<td>- Real-time information system [19]. - Online cold chain tracking platform [21]. - Online platform supported by different kind of sensors [1].</td>
<td>- Use of artificial intelligence, cloud computing, Geospatial Technology, ZigBee for data analysis [19].</td>
</tr>
<tr>
<td>Shipping</td>
<td>RFID [17, 13,1] RFID in marine containers [16]</td>
<td></td>
<td>- System based on RFID and WSN to manage quality in SC [15]. - Smart container combination system [16].</td>
<td>- Intelligent container for refrigerated transport [4]. - Track the status of the container and plan actions in case the container requires an inspection or an additional documentation when receipt at the port/airport/border point.</td>
</tr>
</tbody>
</table>

Table 1: Available and future developments of technologies to support real-time decisions in the fresh fruit supply chain.

3 Conclusions

Despite many researches that integrates different technologies to support real-time decisions of fresh fruit supply chain are being developed (see Table 1), there is still a great number of challenges that needs to be dealt with, as suggested in the last column of Table 1. Moreover, there are new technologies that can complement the use of sensors and information systems, such as geospatial technology, data mining, cloud computing, Internet of Things (IoT), artificial intelligence, among others. Recently, new devices to collect data, as nanosensors and drones, are beginning to be used in agriculture. However, there are still little literature about applications and ways to take advantage of all of these new technologies to support real-time decisions in the agricultural supply chain.
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Abstract

Optimization models are being more used to tackle agro-business problems. This way, cloud computing, machine learning, big data, internet of things and optimization are key factors in the innovation of the sector. This paper proposes a cloud architecture to execute and display models related to the agro-business in a fancy an easy way. Extending the advantages of optimization models with the potential of cloud computing. In this paper, the cloud architecture is designed to help decisions makers in the Chilean dried apple industry to make a better planning over the season.

1 Introduction

Smart agriculture is a development that emphasizes the use of information and communication technology in real life agro-business problems. New technology such as the Cloud computing and the Internet of things are expected to leverage this development and increase the available amount of data stored, the amount of processed real-time data, the introduction of robots and drones and also the artificial intelligence. In [1], an inspiring review focused on smart farming and new technology is presented. There is a rapidly growing literature on this field such as [1], [2], or [3], which indicates the novelty and the increasing interest of combining the emerging technology with the agro-business context.

Cloud computing and Software-as-a-service (SAAS) eliminate the requirement for a powerful computer with an environment dedicated to solve deterministic linear or non linear models. The only thing needed is an electronic device connected to the Internet. With only a web browser, decisions makers obtain access to almost unlimited computing power, no matter which device is used (handheld device, desktop computer or laptop).

In [4], the authors present a deterministic linear model that helps decision makers in the Chilean dried apple supply chain. This work uses this model to show the capabilities, strength, and advantages of merging cloud computing with optimization models. The available evidence seems to suggest that the cloud architecture presented in this paper can be adapted to different kind of models that deals with real-life problems in the context of agro-business.

The application presented in this article offers the possibility of launching executions on the cloud and explore the results in a clear and useful dashboard. It also aims to keep this process as simple as possible. Furthermore, the tool proposed can be fed and merged with the potential of the other technologies required by the sector, such as big data or deep learning.

The major contribution of this work is the design and implementation of a new SAAS optimization service that combines the potential of the deterministic model proposed in [4] and the capabilities of cloud computing. Furthermore, the service is implemented in a user-friendly way to be used without a difficult learning curve. Finally, the service presented is a highly valuable tool. Its flexibility allows this cloud architecture to be used with different optimization models related to the agro-business industry.
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2 Cloud Architecture

The platform chosen to develop this architecture was OpenNebula, see [5]. The main reason for choosing this was to take advantage of the Stormy server. This is a private cloud deployed with the OpenNebula platform that belongs to the University of Lleida. See [6] for more information. All the parts of the cloud service were deployed on this platform using Centos7 images as the OS. Furthermore, the architecture presented is very easy to adapt and export to a scalable and commercial environment such as Amazon Web Services or Azure.

The architecture is composed of several parts: the client, the database, the virtual machines dedicated to solve the model and the API-REST that allows the communication between the application and the database. Fig. 1 depicts each part inside the platform.

![Diagram of the cloud architecture](image)

Figure 1: Main parts of the cloud service (SAAS).

3 Modelling of the transportation planning of a fruit logistic centre

Transport planning in a fruit logistic centre is a task with a variable workload depending on the daily demand of fruits, the arrival of new orders and the number of trucks available. The problem modelled here represents the operational planning for day to day. The demand of fruits is defined for the next day and the manager makes the planning with which the activity in the fruit logistic center (FLC) will start the following day. However, new orders may arrive or changes in priorities can be introduced. These unforeseen changes may force to refine or redo the original planning again changing the schedules for truck drivers and suppliers. It is in this context that the model embedded in the cloud system is
Currently, the model has been tested in a real context, such as is explained in the paper [4]. However, the cloud service proposed in this work has not been tested in a real environment yet.

References


A methodology to predict the Normalized Difference Vegetation Index (NDVI) by training a crop growth model with historical data

Andrés Berger¹, Guillermo Ettlin², Christopher Quincke², Pablo Rodríguez-Bocca²

1 Instituto Nacional de Investigación Agropecuaria
Andes 1365 - piso 12. 11100. Montevideo, Uruguay
aberger@inia.org.uy

2 Instituto de Computación, Facultad de Ingeniería, Universidad de la República
Julio Herrera y Reissig 565. 11300. Montevideo, Uruguay
prbocca@fing.edu.uy

Abstract

In this paper, we present a methodology to predict the Normalized Difference Vegetation Index (NDVI) by training a crop growth model with historical data. We use a very simple soybean growth model, but the methodology should be able to be extended to other crops and other models. The training process is an optimization problem, that was solved using the spectral projected gradient method. The quality of the prediction was measured by computing the Root-Mean-Square Error (RMSE) between predicted and true values, obtaining an error lower of 9%, that improves the results obtained by simple forecast techniques.

1 Introduction

In the last years, precision agriculture has been promoted in order to increase productivity and to improve the input usage efficiency. One of the most important challenges in precision agriculture is the prediction of crop yields, which allows planning, budgeting, and the precise application of inputs based on future yield. The Normalized Difference Vegetation Index (NDVI) is a measure provided by remote sensors, typically by satellites, drones or ground based sensors, that has a high correlation with crop growth and yield [6].

In this work, we present a methodology to predict NDVI by training a crop growth model with historical data. Crop growth models are computerized representations of crop growth, development and yield, simulated through mathematical equations as functions of soil conditions, weather and management practices [4]. Several crop growth models have been developed, they can be classified into three groups: statistical, mechanistic, and functional models [5]. Our methodology is presented with a very simple functional model developed by G. S. Campbell et al. [2] and adapted by INIA¹ to the soybean crop. The methodology should be able to be extended to other crops and other models. Our model receives as input a set of parameters related to the initial characteristics of the soil, the characteristics of the crop and the meteorological conditions of the place where it is cultivated. The prediction of NDVI by training the model consists of the following steps: first, calibration: obtain the values of the parameters relative to the initial characteristics of the soil from the data related to the previous soybean harvests on the fields of study, and from the satellite images and meteorological data; second, prediction: use the calibrated model to predict the future harvests (and NDVI series). Our proposal is innovative because we do not use traditional forecast time-series analysis in order to predict the future NDVI series; instead, we calibrate the parameters of a growth model that summarizes the knowledge we have about the real biological process.

¹Instituto Nacional de Investigación Agropecuaria, http://www.inia.uy/, 2017
2 The Normalized Difference Vegetation Index (NDVI) and the Historical Data

The normalized difference vegetation index (NDVI) is a graphical indicator used to assess whether the target being observed contains live green vegetation or not [3]. It is derived from information captured by remote sensors, and it is associated with the fraction of solar radiation absorbed by plants during photosynthesis. It is strongly correlated with green canopy cover, and also in small proportion to the greenness of the vegetation. The formula is in Eq.(1), where $NIR$ and $RED$ stand for the spectral reflectance measurements acquired in the near-infrared regions and red (visible), respectively:

$$NDVI = \frac{NIR - RED}{NIR + RED}.$$ (1)

In this work, the NDVI images provided by the MODIS\(^2\) sensors mounted in AQUA and TERRA satellites were used (8 day, cloud free, aggregated product with 250 meter resolution). We computed NDVI temporal series in 37 fields (total: 1945 Has.) geographically distributed in the most important agricultural zones of Uruguay. Considering the NDVI resolution, we have several NDVI time series per field, 2095 time-series in total. For example, in a field named “Churchill”, we have one time-series per each square of Figure 1(a), where an example of NDVI time series is in Figure 1(b).

![MODIS image of NDVI in the “Churchill” field, where several measure squares (of 250m\(^2\)) are in the field. Date: 25/01/2015.](image1(a).jpg)

![NDVI time series example of a particular 250m\(^2\) square in a the 2014/2015 season.](image1(b).jpg)

Figure 1: Example of NDVI images and time-series.

For each field we have historical data about 5 soybean seasons, including: planting date, harvest date, soybean variety, the geographical contour of the field, and main meteorological measures per day (max/min temperatures, and precipitations).

3 Prediction Methodology

For each square in each field, the NDVI time-series of a season was predicted, using the historical data and time-series from the other 4 seasons (with a $k$ fold cross validation, in order to reduce overfitting). The data was used to calibrate the parameters of the growth model that was expected to be unchanged between seasons, and that later were used to predict the unknown season. The quality of the prediction was measured by computing the Root-Mean-Square Error (RMSE) between predicted and true values, see Figure 2. The calibration process is an optimization problem, that was solved using the Spectral Projected Gradient method [1], that allowed to include constrained ranges in parameters with agricultural meaning.

\(^2\)Moderate Resolution Imaging Spectroradiometer, https://modis.gsfc.nasa.gov/about/, 2017
4 Results and Conclusions

Using this methodology, a RMSE lower of 9% was obtained considering all time-series. The proposed procedure was compared with simple baseline forecast techniques, demonstrating improvements in quality and robustness. For example, robustness was evaluated comparing results under atypical meteorological conditions and considering geographical points outside the fields. Moreover, the obtained parameters about initial characteristics of the soil have agronomic sense, but a validation analysis should be conducted in order to estimate its error.

In order to apply our methodology in future seasons, we need to evaluate it using probabilistic meteorological scenarios. The impact on the quality of this new stochastic data is not estimated yet, and it is an important future work in order to increase the utility of our methodology.
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Abstract

Vegetation fires represent a major threat to productive and natural systems; particularly on Natural Protected Areas and forest sector. The information provided by remote sensors offers the possibility of generating very useful tools in the field of prevention, control, and the assessment of fire damages. SARTiv (Early Warning and Response System for vegetation fires), a Gulich Institute (CONAE/UNC) initiative, seeks to generate information based on the observation and monitoring of the conditions that determine the occurrence of fire cycle. We present its preliminary design and the analysis of users requirements.

1 Introduction

SARTiv, which means "Early Warning and Response System for vegetation fires", emerges as an initiative of the Gulich Institute of CONAE/UNC, to respond to forestry and National NPA’s systems requirements. The project plans to be developed in one inter-agency context with INTA, the National Parks Administration and the National Agriculture, Livestock and Fisheries Ministry, among others.

The system aims to generate information based on the observation and monitoring of the conditions that determine the occurrence of fire cycle (Pre, during and Post). Pre-fire corresponds to the analysis of the conditions of fire risk, such as the accumulation of fuels and their senescence state. The event detection (during), aims to characterize the location and the time of occurrence of the fire, and the fire phase, seeks to quantify the burned surfaces. We present the preliminary design of the system and the analysis of user requirements.

2 Objectives, description and history

The overall objective of SARTiv is to generate information for the operational management of vegetation fire based on spatial information. From the point of view of software architecture, the system is designed as a distributed structure of modules, thought to meet the daily demand of satellite products (SP: Systematic Products), and also to generate more specific products defined by end users for specific times and areas on the national territory (ODP: On Demand Products). The everyday processing routine (SP), is aimed to work with satellite data of moderate spatial resolution (e.g.: MODIS, VIIRS data), cartographic sources and numerical models. In parallel, it is expected that the ODP routine provides products at users requirements of high spatial resolution in more detail of the areas and periods of user interests (e.g.: SPOT, Sentinel 2).

In this first stage of design, an analysis of the requirements of the sector corresponding to the management of Protected Natural Areas (PNA’s) and on the forestry sector was done. For both sectors, the specific requirements of spatial information oriented to the activities of prevention, control, and the
quantification of damages by fires, were identified. According to such requirements, the basis for the
design and the development of products with tailored settings was determined. In this way, the system
aims to create products based on the observation and monitoring of the conditions that determine the
cycle of the occurrence of fires, whose methodological approach is organized into three main phases:
Pre, During and Post fire (PDP). This scheme type is taken from other authors, with the purpose of
organizing the processes and the development of identified products to users.

The background in this type of developments has marked a clear path oriented to quick availability
of geo spatial products (from satellite origin and other sources), such as maps, alerts, situation reports,
and others, via web mapping servers (eg: FIRMS, Queimadas, CONABIO, SEPA). The wide availabil-
ity of satellite data, along with Geographic Information Systems, and communications technologies,
have allowed important advances in the subject, particularly the possibility to access to processed
products generated in operational form [6].

3 Architectural design

3.1 SARTiv Modules

Danger and fire risk Module (MoPRI) must generate various indexes that will identify the state
of danger and the Risk of fires at National and Local levels in an integrated manner. At the National
level, it intends to work with moderate spatial resolution images (MODIS, 1km) on a daily basis.
These images will be used to calculate spectral indices as GVMI (Global Vegetation Moisture Index)
developed by [2]. This index, combined with human factors, topography and fuels [8], seeks to repre-
sent in a dynamic way the conditions of vegetation vulnerability and danger; the latter, associated with
the human factor [4]. At the Local level, it intends to replicate the methodology described by means of
a parallel processing unit, HRP (High Resolution Products), which will operate within the ODP sub-
system. This application will respond to the demand for products of high spatial resolution (SPOT,
10m) in predefined areas by the user.

Detection and identification of active fires Module (MoDIIA) This module should identify
events of fire through the detection of hot spot groups (cluster), which through a temporary space asso-
ciation, take part of the same event of fire [7]. In addition to identifying events, the application must
characterize the type of affected vegetation, its location at the provincial and departmental levels, the
PNA's involvement; identify the level of risk; quantifying the released energy by the affected coverag-
es (Fire Radiative Power - FRP-) and the moment the data was captured [9].

Burn area detection Module (MoDAQ) should quantify the surface and the type of coverages af-
fected by fires at National scale and monthly level. The idea is to use MODIS data and follow an
adapted methodology from [1]. It is intended that burned area product is distributed on a monthly ba-
sis, to a spatial resolution of 500m [3]. Besides, it is intended to have an interface with the HRP pro-
cessing unit, to meet user demands about areas and specific periods with high resolution, SPOT imag-
es 10 m.

Fire behavior and simulation Module (MoSIMI) seeks to simulate the behavior of fire from risk
conditions of the area of interest chosen by the user [5]. It aims to function as a unit of independent
processing within the ODP sub-system. It is intended that the user can perform a remotely simulation
analysis, on their area of interest and under custom parameters. The simulation results can be dis-
played on-line and/or requested for download.

3.2 Products identification

Based on the modules defined and the identified user requirements, the following products are speci-
fied:

Raster Maps with 1Km resolution: Threat Index (MoPRI_p1), based on ground accessibility
characteristics and the presence of human activities; Topographical vulnerability Index
(MoPRI_p2), based on topographic features extracted from a Digital Elevation Model representing
greater fire warning; Index of vulnerability of vegetation (MoPRI_p3), includes the type of fuel and
the moisture content state, based on spectral information of satellite origin; Index of valuation
(MoPRI_p5), indicates the presence of areas with greater value for their fire protection; Accessibility
index (MoPRI_p6), indicates the chances of access according to the existing communication roads
and topographical features; **Integrated index of danger and risk (MoPRI_p7)**, represents the conditions of vegetation vulnerability alongside the threats relating to the human factor.

**Raster Map with 15km resolution of Weather vulnerability index (MoPRI_p4)**, corresponds to the result of FWI (Fire Weather Index) calculation on the basis of daily variables: Temperature, Relative humidity, Wind speed and Rain (24 hours past), estimated from numerical models of weather forecast (WRF).

**Binary Raster Map of Burned Area (MoDAQ_p1)**, includes “burnt/not burnt” classes for the national territory based on images of medium resolution (500 m) of satellite origin.

**Vector Maps: Fire events (Cluster Hot Spots) (MoDIIA_p1)**, includes the grouping of fire hot spots (cluster) that together characterize an event of fire; **Simulations of the behavior of fires (MoSiMI_p1)**, represents the simulation of burned areas according to the system parameter inputs.

**Reports** in PDF or another format of **Warnings and summaries of fires at National level (ModIIA_p2)** on the presence of hot spots in the national territory, which shall be made according to the user requirements and distributed via e-mail or via SMS.

4 Concluding remarks

It is supposed that the implementation of this system has a positive impact in areas of decision-making and operating fire management. Moreover, it is expected to obtain users feedback that allows the improvement of the quality of the defined products.
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The use of productive land is subject to pressures and conflicts of interest. In some scenarios, the effect of unplanned land use is associated with the rise of nutrients in the water bodies and the eventual arise of phytoplankton blooms with a dismissal of water quality, which represents a danger for human health [4, 7]. These factors should influence the spatial planning and therefore should be taken in consideration within the process of policy making related to environmental resource management [7]. In this context, the application of mathematical and computational models in land use assignment to collaborate with decision making is an important and increasing field of investigation [3].

We propose a multi-objective optimization model aimed to balance interests related to land productivity and environmental protection. We apply the model to the case of Laguna de Rocha, a coastal lagoon in Uruguay which has been extensively studied since the 1970s. It is considered a protected area by the uruguayan government and it has been recently added as a RAMSAR site [5]. The basin of Laguna de Rocha was transformed into a grid of pixels and its current land use and vegetation coverage have been characterized by a satellite image analysis [6]. For each pixel, the optimization model assigns a land use which can be agriculture, afforestation or cattle raising+conservation. Each pixel has a suitability value for each possible land use. Suitability values were obtained by a multi-attribute model [7]. Moreover, each land use has a value of phosphorus exportation to the lagoon. The optimization model comprises two conflictive objectives: maximization of total land use suitability and minimization of total phosphorus exportation across all pixels. A multi-objective integer linear programming model was proposed, which is solved by using the CPLEX software following two different multi-objective approaches: the weighted-sum and ε-constraint methods [2]. By applying this methodology, we obtain different spatial configurations for land uses in the basin, representing different trade-offs between land productivity and environmental protection.

Figure 1 shows different solutions obtained. When minimizing phosphorus exportation, land uses with smaller exportation values (as conservation) were found in larger coverage areas, whereas when prioritizing the criterion of maximizing suitability, land uses with larger suitability values (like agriculture) were selected by the model. In general terms, we can verify that suitability values and phosphorus exportation values largely determine different spatial configurations of land use. Regarding approaches for solving the multi-objective optimization problem, we found a limitation of the weighted-sum method, which was not able to find solutions within a specific range of trade-off. On the other hand, the ε-constraint method reveals another limitation of the exact modeling proposed, related to the inability of producing spatially compact land use assignments. This can be observed in Figure 2, which shows the results of the optimal solution corresponding to imposing a threshold in the concentration of phosphorus to prevent the growth of potentially harmful phytoplankton [1]. We are currently working on the development of a metaheuristic algorithm able to consider the spatial attributes of the pixels, to generate compact land-use assignments.
Figure 1: Trade-off solutions obtained by the weighted-sum (blue) and $\varepsilon$-constraint (magenta) approaches

Figure 2: Optimal spatial configuration corresponding to a level of phosphorous exportation which prevents the growth of potentially harmful phytoplankton, 32162.3 kgP / ha year
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Abstract
This paper compares strategies to solve a specific optimal management model for a large size inventory, determining the appropriate quantities and safety stocks for a periodic inventory management system, and ensuring that the expected lost sales are minimized for a given level of budget and number of annual replenishment orders. Specifically, the results obtained by solving this non-linear programming model based on a fixed-point solving strategy applied to the Karush-Kuhn-Tucker optimality conditions, are compared with those obtained by the application of Tabu Search and Particle Swarm metaheuristics. The computer results obtained so far are quite promising, when comparing the quality of the solutions found, and their respective solving times.

Keywords: Inventory Management, Non-Linear Programming, Metaheuristics.

1 Introduction

Most product distributors commonly face a highly competitive environment; therefore, it is vitally important to manage inventory levels efficiently in order to ensure adequate customer satisfaction and, at the same time, minimize the financial investment required. This problem has been studied in the literature by different authors and has naturally led to the development of several optimal inventory management models; see, for example, [2], [4], [8], [10], among others.

This paper describes a specific optimal inventory management model [5], which determines the optimum order quantities and moments for the periodic management system of a large size inventory, ensuring that the expected lost sales are minimized for a given level of financial investment and annual number of replenishment orders. The difference with other approaches, whose emphasis is mainly on ensuring an adequate level of service, is fundamentally that this paper addresses the commercial problem associated with lost sales, which are not necessarily related to the level of service for a given financial investment. Solving this non-linear programming model based on a fixed-point solving strategy applied to the Karush-Kuhn-Tucker optimality conditions [5], [9], is compared with solving it through the application of Tabu Search and Particle Swarm metaheuristics [6]. The computer results obtained so far are quite promising when comparing the quality of the solutions found, and their respective solving times. A direct extension of this work to the optimal management of resources in the food industry can be done by closely following the work developed in [3] in which optimal management strategies are proposed in the production of Canned Sweet Corn Kernel Industry.
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2 Model formulation

The optimal inventory management model consists of minimizing the expected annual lost sales. For this model to represent the financial aspects of the company in an attractive way, the lost sales were evaluated considering the margin of the products and not the sale price. It should be noted that if the preceding consideration were not applied, the total annual sales would be maximized, but the total annual margin might not be at its optimal value due to differences in sales prices, expenses and margins.

An important constraint of the model is based on the annual total inventory investment defined as the average inventory level considering the purchase cost. This constraint represents the typical situation in which a commercial distributor has to implement inventory management policies under a limited budget. Another important constraint of the model is the annual average frequency of product replenishment, that is, the average number of times that the replenishment of the products is ordered annually.

Applying specific results [1], [4], the following optimal inventory management model is obtained:

\[
\min \quad z = \sum_{i=1}^{N} \sigma_{L_i} G(k_i) \frac{D_i}{Q_i + \sigma_{L_i} G(k_i)} m_i
\]

\[
\sum_{i=1}^{N} \left( \frac{Q_i}{2} + \sigma_{L_i} k_i + \sigma_{L_i} G(k_i) c_i \right) \leq I
\]

\[
\sum_{i=1}^{N} \frac{D_i}{Q_i + \sigma_{L_i} G(k_i)} \leq O
\]

\[Q_i \geq 0 \quad \forall i = 1, 2, \ldots, N\]

\[k_i \geq 0 \quad \forall i = 1, 2, \ldots, N\]

where:

- \(N\) = number of different products in stock annually,
- \(D_i\) = expected demand for product \(i\) per year,
- \(m_i\) = unit margin of product \(i\) per year,
- \(Q_i\) = size of the replenishment order for product \(i\),
- \(L_i\) = lead time for product \(i\) replenishment order,
- \(\sigma_{L_i}\) = standard deviation of the lead time for product \(i\) replenishment order,
- \(c_i\) = unit cost of product \(i\) per year,
- \(d_{i}\) = expected demand during product \(i\) replenishment lead time,
- \(r_i = d_{i} + k_i \sigma_{L_i}\), product \(i\) reorder point with \(k_i\), the corresponding safety factor,
- \(I\) = annual investment,
- \(O\) = annual number of replenishment orders
\[ G(k_i) = \text{product } i \text{ loss function according to its safety factor, defined by the unit normal distribution:} \]
\[ G(k_i) = \int_{k_i}^{\infty} (u - k_i) \frac{e^{-\frac{(u-k_i)^2}{2\sigma^2}}}{\sqrt{2\pi}} \, du \]

3 Model solving and results

The diverse results obtained by solving this non-linear programming model based on a fixed-point solving strategy applied to the Karush-Kuhn-Tucker optimality conditions [5], [6], are compared with those obtained by the application of Tabu Search and Particle Swarm metaheuristics, [7]. The computer results obtained led to quite promising solutions when comparing their quality and respective solving times.
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Forest planning is a highly complex decision-making problem involving the participation of various factors: ecological, productive and economic systems ([1], [2], [3]). The management of the forest resources involves decision making at strategic, tactical, and operational levels, with both short and long term consequences. One of the components of this decision making chain corresponds to forest harvesting, which is a step of vital importance because of its high impact on production costs. An efficient planning of harvesting operations can significantly lower costs associated with logistics and improve the economic performance of companies in the sector.

In Uruguay, almost 75% of the total forestry operations destined to the production of pulp are in charge of contractor companies, which are an important player in the supply chain. This work, which is part of a M.Sc. thesis, aims to optimize the scheduling and routing of the contractors’ harvesting equipment, which must be relocated between the places to be harvested in a season.

Currently, most forests in Uruguay are devoted to producing wood for pulp mills. The trees can be harvested after they reach the age of eight years. There are some large pulp companies, which are also owners of most of the tree plantations, and who have agreements with contractor companies to carry out the harvesting. Each contractor company is assigned an annual harvest plan consisting of a series of plantations which it must visit and harvest the areas requested, committing in each case to:

- run that harvest in a certain period of time,
- deliver a given volume of wood in each period.

At each visit to the harvesting areas or blocks, the contractors have to locate the necessary equipment to carry out the cutting and loading operation. The contractors may decide the order in which to visit the plantations; an efficient choice should minimize the transfer costs of the equipment between the harvest sites. Moreover, each harvesting equipment belonging to a contractor starts its journey from a base of operations of that company; and it returns there once the whole harvest is finished.

This work proposes a combinatorial optimization model for this problem, based on the Multi Depot Multiple Traveling Salesman Problem (MmTSP). Numerical experiments have shown that instances of realistic size can be solved by standard mathematical programming software in a reasonable time. This model can then be used as an efficient and practical tool for helping to develop the annual forest harvesting scheduling and equipment allocation for contractor companies, leading to better quality plans and improvement opportunities.
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